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Abstract

In quantum optics, the standard approach for measuring and calculating frequency-filtered
photon correlations is to filter the source field of interest with a Lorentzian-type filter, e.g.,
a tunable single-mode cavity or detector atom. However, given the inverse relation between
a filter’s bandwidth and temporal response, there is trade-off between the frequency isolation
and temporal response of the filter. A broad bandwidth results in a faster temporal response
with more accurately measured photon correlations, yet the slow decaying tails of a Lorentzian
distribution can allow for non-target frequency photons to pass through the filter. Conversely,
a narrow filter bandwidth results in more effective frequency isolation, yet a slow temporal
response, potentially changing the nature of the emitted photon correlations.

The aim of this work is to develop a theoretical filtering technique that is simple to implement
and offers an effective method of calculating frequency-filtered photon correlations. We model
our filter as a multi-mode array filter, which consists of an array of tunable single-mode cavities
that are equally spaced in frequency. By introducing a mode-dependent phase modulation, we
produce a near rectangular frequency response, allowing us to increase the filter bandwidth —
and thus the temporal response — without sacrificing frequency isolation. To ensure the filter
has no effect on the evolution of the source system, we couple the source system using a cascaded
quantum open systems approach. The complete lack of back-action of the filter onto the source
system allows us to derive a closed set of operator moment equations for source and filter system
operators. This provides an extremely effective and computationally efficient way to calculate
frequency-filtered first- and second-order correlation functions. By coupling the target field
into ftwo multi-mode array filters, we can set the resonance of the two filters to two different
transitions, and thus calculate frequency-filtered cross-correlation functions.

We demonstrate this novel filtering method by applying it to two different driven quantum
systems: a resonantly driven two-level atom and a three-level ladder-type atom driven at two-
photon resonance. We present results of frequency-filtered power spectrum to demonstrate
the improved frequency isolation of the multi-mode array filter over the single-mode filter.
We then present results for the single-mode and multi-mode array filtered second-order auto-
and cross-correlation functions. These are compared against expressions derived in the secular
approximation. The improved frequency isolation of the multi-mode array filter allows us to
investigate new areas of frequency-filtered photon correlations, such as two-photon leapfrog

processes, and the effect of vanishing bandwidth on filtered auto-correlation functions.
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1 Introduction

Resonance fluorescence — the scattering of light resonant with an atomic system — of a
two-level atom is one of the simplest examples of light interacting with matter, yet it is a
key concept in quantum optics. It was found, both theoretically and experimentally, that
upon strong coherent excitation, the power spectrum of the two-level atom splits into three
components to yield the structure known as the “Mollow triplet” [1-3]. It was then discovered
that this splitting phenomenon is due to transitions amongst the atom’s “dressed states”; a
direct result of the atom interacting with a strong quantised electromagnetic field [4, 5]. This
work, so early on in the field of quantum optics, led to a renewed interest in the details of
interactions between light and atomic systems [6].

Around the same time that Mollow’s papers were originally published, there were also in-
vestigations into the quantum nature of the emitted light; of particular interest were photon
correlations. Photon correlations have long been studied in classical optics; the definitions of
coherence and bunched light — where photons are emitted in packets, or “bunches” — originated
from a classical description of light. It was in 1963, however, when Glauber first developed
a purely quantum mechanical description of these correlation functions [7, 8]. In 1976, Walls
and Carmichael showed that the two-level atom exhibited a purely quantum effect, namely
antibunching [9-11], with the first experimental observation occurring the following year [12].

In 1977, Eberly and Wodkiewicz formulated a new description of spectra, which they define
as a “time dependent physical spectrum of light based on the counting rate of a photodetector”
[13]. While this work was set out to solve the discrepancies between power spectra and actual
physical measurements, it helped lay the foundation of using Fabry-Pérot interferometers as
frequency filters [14-20].

The majority of studies on atomic fluorescence around this time were largely focused on the
entire fluorescence spectrum of the atom. It was at the end of the 1970s when Apanasevich
and Kilin published one of the first investigations into correlating photons from individual
components of the total fluorescence field [21-23]. Soon after, in 1980, Aspect, Roger, Dalibard,
and Cohen-Tannoudji reported the first experimental investigation into the photon correlations
between photons of the sidebands of the Mollow triplet [24]. They achieved the separation of
the two frequency components by splitting the fluorescence into two channels, with each passing
through an interference filter tuned to the target wavelength. More research soon followed, and
it remains a topic of interest to this day [25-38], thanks, in part, to new capabilities offered by
the advent of circuit QED technology.

With a surge of interest in measuring photon correlations from components of the fluores-
cence spectrum came an interest in the effect of frequency filtering [39-42], as well as other
methods of calculating and measuring frequency-filtered photon correlations. It was in 2012
that del Valle et al. published their paper “Theory of frequency-filtered and time-resolved N-
photon correlations” [43, 44]. Their proposed method consisted of weakly coupling the output
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field of a system of interest into N detector atoms, where N is the order of the correlation
function of interest. This proved to be an astonishingly simple method to implement, and has
been used extensively, in both theoretical and experimental works [45-51]. Other methods have
also been discussed over the years, with more of a theoretical leaning, such as: frequency re-
solved Monte-Carlo, or quantum trajectory methods [52-54]; perturbation approaches [55]; and
signal processing methods [56]. Kamide et al. also developed a method based on the eigenvalue
decomposition of the Liouvillian superoperators [57, 58]. This theoretically intense method
allowed them to model not only Lorentzian filters, but also Gaussian and rectangular filters.

While there is no perfect method of frequency filtering to cover all applications, there are
issues with the previous methods. The most common type of frequency filter, and perhaps the
easiest in both theoretical and experimental applications, is the tunable interferometer; it can
be modelled with relative ease as a single-mode cavity. The most prominent downside to this
method is that the natural frequency response of a single-mode cavity is Lorentzian shaped.
Why is this limiting? The tails of a Lorentzian distribution extend quite far from the centre
and, in fact, never decay entirely. For multi-frequency source systems, such as a strongly driven
two-level atom exhibiting the Mollow triplet, the tails of the frequency response can intersect
with non-target frequencies. The width of the Lorentzian distribution, i.e., the bandwidth of
the filter cavity, is inversely proportional to the temporal response of the filter. Therefore, a
trade-off is required between the temporal response and the frequency isolation of the filter.

We therefore arrive at the aim of this thesis: to develop an improved method of frequency fil-
tering and calculating frequency-filtered photon correlations. We require this improved method
to be cavity based, such that it could be achieved in a laboratory, and for it to have a more
effective frequency response for multi-frequency sources. An ideal filter, in this case, would be a
rectangular filter, which can be achieved with the eigenvalue decomposition method of Kamide
et al. [57]. This method, however, is entirely mathematical, and cannot be achieved physically.

We also require that the filter model has no effect on the evolution of the source system.
The method of del Valle et al. [43] achieves this by assuming a vanishingly small coupling of the
source system to the detector atoms, such that any back-action can be neglected. Holdaway et
al. [55] take this approach a step further with an algebraic expansion of the source-filter coupled
system with respect to the coupling parameter. We can, in fact, ensure there is no back-action
by cascading the output of the source system as the input for the filter system, using open
cascaded systems theory [59, 60], which has been employed in just a few recent works [61, 62].

The novel method we will introduce in this thesis is the multi-mode array filter. This filter
model consists of an array of tunable, single-mode cavities; the output field of a source system
is cascaded equally into each mode, where a mode-dependent phase modulation is applied. The
output of each individual mode is then combined, creating an interference that results in an
approximately rectangular frequency response.

A further, uncommon approach that we will use for determining filtered photon correlations
is by calculating the expectation value of the detection operators. Usually, second-order corre-
lation functions can be calculated via the Lindblad master equation, along with the quantum
regression equations formulated by Lax [63, 64]. By solving for the operator averages, or mo-

ment equations, of a filter system’s source operators — such as the photon annihilation operator
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— these correlation functions can be solved much more efficiently and accurately. By modelling
the filtering process as a cascaded quantum system, thus ensuring there is no back-action of the
filter on the source system, the evolution of the source system generates all of the dynamics of
the source-filter coupled system. As we will see, this provides a simple and effective method for

calculating frequency-filtered correlation functions.

Outline of the Thesis

This thesis is split into two parts: Part I Quantum Optics and Filtering, and Part II Reso-
nance Fluorescence.

In Part I, we set out the important background theory for the entire thesis. We begin
in Chapter 2 with a general summary of some of the key concepts of quantum mechanics.
We introduce the notion of describing quantum states as vectors, using the language of Dirac
notation. With our notation set, we then derive one of the key fundamentals of quantum optics
and quantise the electromagnetic field as a discrete collection of harmonic oscillators.

This treatment, however, considers only a closed physical system, with no energy loss. We
therefore introduce and derive mathematical methods in Chapter 3 that take into consideration
loss of energy into the environment. Using the Born and Markov approximations, we derive the
Lindblad master equation for a damped electromagnetic field mode. Under the theory of open
quantum systems, the quantum regression formulae allow us to derive expressions for the two
main quantities discussed in this thesis: first- and second-order correlation functions. Finally,
we derive the open cascaded systems master equation, in which the output of one quantum
system is cascaded into another. With this method we are able to model a frequency-filtered
quantum system by coupling the output of a target system into a frequency filter.

The frequency filter we will introduce in this thesis — and indeed use for the main results —
is the multi-mode array filter, which we describe in Chapter 4. We start by discussing the basis
of our filtering model, the Fabry-Pérot interferometer from the perspective of classical optics.
Using the transfer matrix method, we derive expressions for the interferometer’s transmission
spectrum and compare them with expressions derived from a purely quantum model. We then
extend the filtering model to the multi-mode array filter, which consists of an array of single-
mode cavities, with a combined output field. We also derive expressions for the multi-mode
array filter’s temporal and frequency response.

Part II of this thesis concerns the two source systems we consider in this thesis. In Chapter 5
we will introduce the first of these: the resonantly driven two-level atom. We will discuss the
dynamics and key physical phenomena of the atom by itself, namely the Mollow triplet and
photon antibunching. The two-level atom will therefore act as the “training wheels” of the
multi-mode array filter, which will be the focus of Chapter 6. We investigate the frequency-
filtered first- and second-order correlation functions — both auto- and cross-correlation functions
— and compare the correlation functions from a single-mode and the multi-mode array filters,
highlighting the improved frequency isolation of the multi-mode array filter over the standard
single-mode. We therefore demonstrate the improvement of reproducing the idealised dressed
state correlations functions as derived in the secular approximation.

Finally, in Chapter 7 we introduce the second source system: the three-level ladder-type
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atom driven at two-photon resonance. The atomic structure of the three-level atom is based on
recent work by Gasparinetti et al. [65, 66], and offers more complex and interesting dynamics
than the two-level atom. In particular, when strongly driven the three-level ladder-type atom
displays seven distinct frequencies in its power spectrum, corresponding to various transitions
amongst its three dressed states. The increased complexity of this system offers an abundance
of interesting correlations to explore. We therefore present calculations of frequency-filtered
first- and second-order correlation functions for the three-level atom to further demonstrate the
effectiveness of the multi-mode array filter over the single-mode filter. We will also investigate
cross-correlations between the different transition frequencies, further verifying the dressed state
picture. The improved frequency isolation of the multi-mode filter allows us to uncover new
areas of correlations, as well as interesting new phenomena. In particular, we find extremely

asymmetrical cross-correlations between the different fluorescence peaks of the three-level atom.



Part 1

Quantum Optics and Filtering






2 Quantum Mechanics and Quantum Optics

At a very basic level quantum mechanics is based on the idea of quantisation, where measured
values of physical systems are often discrete quantities. Originally formulated by the likes of
Heisenberg, Schrédinger, and Dirac [67-70], the subject is now a central part of the physics
curriculum.

We begin this thesis by setting out the fundamentals of quantum mechanics upon which the
following chapters build. We summarise the basic postulates of quantum mechanics and the
mathematical language we plan to use. We then quantise the electromagnetic field, which leads
us to introduce a set of basis states associated with the photon number of a single mode, the
so-called photon-number states or Fock states. Finally, we introduce coherent states, a useful

representation of the quantum state of laser light.

2.1 Formulation of Quantum Mechanics

While not the focus of this thesis, we aim to give a general summary of quantum mechanics
as a way of setting out our notation and methods. We follow the approach of Sakurai and others
(Refs. [71, 72]), and give an outline of the formulation of quantum mechanics originally devised
by Dirac [69].

2.1.1 Kets, bras, and inner products

We begin by considering a complex vector space, V, where the dimension of this space is
determined by the physical system under investigation. Fach possible state of the physical
system, such as the spin of an atom or the number of photons in a cavity, can be represented
by a vector in this vector space, which we will write as a ket-vector, |a) € V. Ket-vectors, or
kets, follow similar rules to vectors in a general vector space. That is we can add kets together
to form a new ket,

|a) +1b) = [e), (2.1)

and we can multiply a ket by a complex scalar, ¢ € C, on the left-hand or right-hand side,
c¢la) = |a)c. (2.2)

Here we note that the kets c|a) and |a) actually represent the same physical state; only the
direction of the ket vector is physically significant.

An arbitrary ket can be written as a combination of basis states (defined below),
) = colao) + c1]ar) + ez lag) + -+, (2.3)

where ¢, c1, co, ... are complex coefficients.
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Where ket-vectors live in a vector space V, bra-vectors live in the dual-space, V*. We denote
bra-vectors, or bras, by (b] € V*, and note that they map a ket to a complex number through

the inner product
(b,a) = ((0]) - (|a)) = (bla) € C. (2.4)

We now introduce two fundamental postulates relating to the inner product. Firstly, the inner

products (a|b) and (bla) are complex conjugates of each-other,
(alb) = (bla)”, (2.5)

and secondly,
(ala) >0, (2.6)

where the inner product is only zero if |a) is a null-vector. Finally, two non-zero kets, |a) and
|b), are said to be orthogonal if
{alb) = 0. (2.7)

For every ket there is a one-to-one correspondence to a corresponding bra, a property also
known as dual correspondence. From Eq. (2.5), for the general ket, Eq. (2.3), we have the
corresponding bra dual:

(| = g (a0l + ¢ {ar| + 3 (ag| + -+ -, (2.8)

where we have taken the complex conjugate of the coefficients.

2.1.2 Operators, observables, and expectation values

Where bras map a ket to a complex number, operators map one ket (or bra) to another ket

(or bra). Operators act on the left of kets,
A-(la)) = Ala) (2.9)

which in general, but not necessarily, returns a different state. There are, however, particularly

useful states, known as the eigenkets, or eigenstates, of an operator, with eigenvalue equations
Alag) = aglao), Alar) =a1lar), Alaz) =azlag), ---, (2.10)

where ag, a1, asz,--- € C are the corresponding eigenvalues.

While there are exceptions, all operators considered in this thesis are linear, with
A (Co |a0> + 1 |a1) + - ) = oA |a0> + A |a1) + e (2.11)

Operators can be multiplied, however, they do not generally commute. We therefore define the

commutator of two operators, A and B, as
[A, B] = AB — BA, (2.12)

and note that if two operators do commute then [A4, B] = 0.
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Operators can also act on a bra, from the right side,
({al) - A = (a] A, (2.13)

and, similar to kets, this operation results in another bra. In general, the ket A |a) and the
bra (a| A are not the duals of one another. Instead we introduce the Hermitian adjoint of an

operator, Af, defined through the dual correspondence,

Dual Correspondence <

Ala) 4 al AT (2.14)

Observables, such as the momentum of a particle or the spin of an atom, can be mathematically

represented by an Hermitian operator, that is an operator X that is self-adjoint, with
X = X", (2.15)

As previously mentioned, the eigenstates of observables are useful, in that they form a set of
orthogonal basis kets in the vector space with real eigenvalues, leading to the expansion of
Eq. (2.3). For a complete set of orthogonal basis kets, we also note the useful property of

closure, also known as the completeness relation:
> lag) (ai| = 1. (2.16)
i

We can expand on the definition of the inner product of two states with the inclusion of an

operator. Recalling that (a| AT is the dual of A|a) we obtain
(a|A|b) = (b Af|a)” . (2.17)

Assuming the system state is represented by a linear combination of basis vectors, Eq. (2.3),
when a measurement of an operator A is made, the result is one of the eigenvalues of A and
the system is cast (assuming no degeneracy) into the corresponding eigenstate |ax). We do
not know which of the eigenstates the system will be cast into, however we postulate that the

probability for arriving in a particular state, say |ay), is given by
P(ay) = [{ar|) |* = [ex[*. (2.18)

From here we define the average, or expectation value, of an operator A as

7

(A) = WIAR) = Y eifaglAlas) = Y aileil?, (2.19)
i.j

where the orthonormality of eigenkets with different eigenvalues has been used (see Ref. [71],
p. 15).
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2.1.3 The density operator

States that can be written as linear combination of basis states are also known as pure states.
Pure states are difficult to achieve, however, as experimental settings are not perfect. In most
cases, we may know that a physical system can be in one state, |¢;), with a probability p;, out of
an ensemble of possible states. When more than one possible state occurs with a non-vanishing
probability, the state can no longer be described by a single linear combination of kets, and is

instead known as a mized state. We therefore introduce the density operator:
p= _pilty) (i, with > pi=1, p;>0. (2.20)
i i
Given a basis set of eigenvectors, the density operator can be written as

p=">_ pijlag) (ail, (2.21)
i’j

where p;; = (aj|pla;) € C defines the density matriz in the A-representation. The density
operator has two important properties: it is Hermitian, p = pT, and it has unit trace, tr [p] = 1.
With this definition of the density operator, we are able to generalise the expression for the

expectation of an operator, Eq. (2.19), to
(A) = tr[pA]. (2.22)

2.1.4 Time evolution

Whenever a system is not being directly measured, it evolves according to the time dependent

Schrodinger equation,
d 1
— =—H 2.23

where H is the system Hamiltonian operator, and A is the reduced Planck constant. So long as

the Hamiltonian is time independent, we can formally integrate Eq. (2.23) to find

[¥(8)) = U(t, to) [¥(t0)) , (2.24)

where we introduce the unitary time evolution operator,
U(t, to) = e (t=t0), (2.25)

With this definition, we find that the average value of an operator at some time ¢t may be written

as

(A1) = (D) AI()) = (WOt 1) A UL, 10)[1(0)) , (2.26)

so that as an alternative to the evolution of the ket vector in the Schrédinger picture, the

operator A evolves in the Heisenberg picture as

A(t) = UT(t, o) A(to) U(t, to). (2.27)
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From Eqs. (2.25) and (2.27) we obtain the Heisenberg equation of motion for an operator A:

1
dy_t

A= —[AH). (2.28)

2.2 Quantisation of the Electromagnetic Field

In order to represent the electromagnetic field in terms of quantum mechanical operators,
we begin by considering the field to be classical. Following the steps of Walls and Milburn
(Ref. [73], Chapter 2), we quantise the field in terms of a vector potential, expanding it over a

collection of independent harmonic oscillators.

2.2.1 Plane wave expansion of the field

We start with Maxwell’s equations in S.I. units for the electric and magnetic fields in free

space, E(r,t) and B(r,t) respectively, at position r and time ¢:

V.-E(r,t)=0, (2.29a)
V x E(r,t) = _gt (r,t), (2.29b)
V .-B(r,t) =0, (2.29c¢)
10
V x B(r,t) = C—zaE(r,t), (2.29d)

where ¢ = (eouo)_l/ 2 is the speed of light in a vacuum, and €y and pg are the free space electric

permittivity and magnetic permeability, respectively. A solution to these equations can be

found by choosing a vector potential, A(r,t), such that
E(r,t) = ——A(r,t), (2.30a)

B(r,t) =V x A(r,t). (2.30b)

We choose a vector potential here, as the divergence of both the electric and magnetic fields
are zero in a vacuum. We should note, however, that there is no unique potential that satisfies
Eqgs. (2.30); a property known as gauge invariance. For a given time-independent scalar gauge

function, A(r), if A is a valid potential then so is
A'(r,t) = A(r,t) — VA(r). (2.31)
We therefore find it useful to impose the Coulomb gauge,

V. A(r,t) =0, (2.32)
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where we have eliminated the longitudinal component of the vector potential, leaving us with

two transverse components. Maxwell’s equations now simplify to the wave equation,

1 92

2
v A(T’,t) — 0*2@

A(r,t) =0. (2.33)

We consider the field to be contained inside a cubic volume V = L3, such that we may extend any
solution to neighbouring volumes with periodic boundary conditions, and expand the general

solution of Eq. (2.33) in terms of a discrete set of orthogonal mode functions,

A(r,t) = Ap(t)e™™ + Aj(t)e T, (2.34)
k

with the sum ranging over all wave vectors k = k,& + kyy + k.2, where

_ 2mn, b 21y b 21n,

kl‘_ 9 - Y z ’
L Y L L

(2.35)
with ng,ny,n, € Z. The mode functions satisfy the transversality condition, Eq. (2.32), if
k-A=0. (2.36)

Two polarisation vectors orthogonal to k, labelled éj »—1 2 and corresponding to the two trans-
verse directions of the vector potential, are needed in general, such that this condition holds.

The vector potential can then be expanded as

A(r,t) =) Apa(t)épre™™ + A; \(t)épre ™. (2.37)
kA

Substituting this vector potential into the wave equation, Eq. (2.33), and using the fact that

the mode functions are orthonormal, Eq. (2.36), yields

1 d?
2
A A = 2.
k= Ap () + 23 kA(t) =0, (2.38)
which has solution
Apa(t) = Ag re”x, (2.39)

where we have used the free space dispersion relation
wg = ke. (2.40)

Using this vector potential, the electric and magnetic fields may be written as

E(r, t) = Z iwkéh,\Ak’,\ei(km_wkt) + c.c., (2.41&)
kA
B(r,t) =Y i(kx égp) Apae’®7 4 cc.. (2.41b)

kA
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2.2.2 The field as a collection of harmonic oscillators

The total energy of the classical electromagnetic field in a cubic volume V = L3 is given by

the Hamiltonian .
€
H —/ [0|E(r,t)\2+ —|B(r,t)]*| d3r. (2.42)

v 2 240

The total energy is a conserved quantity, so we set ¢ = 0 and consider
2
H = / € Z Wer Ak ,\eik'r + c.c.
V 2 I El
kA
2

1 .
+ YN E 7 (k? X ék,)\) Ak’Aezk'T -+ c.c. d3r. (2.43)
Ho
oA

Noting that the wavevectors, k, are orthogonal to the polarisation vectors, ey », and the or-

thonormality of the mode functions, the total energy simplifies to

H =2V > wiApal®. (2.44)
kA

The Fourier coefficients we have introduced, Ay ), are generally complex values, therefore we
introduce two real variables, X » and Py ), corresponding to the generalised coordinate and

conjugate momenta, respectively. We therefore rewrite the Fourier coefficients as

1 .
Ak,A = \/TW (Xk7)\ + zwklPk,,\) , (2.45)

which simplifies the Hamiltonian for the electromagnetic field to an infinite set of harmonic

oscillators: .
H = kz; 3 (wiXin + Pry) - (2.46)

We make the final step of quantisation by converting the generalised coordinates and conjugate

momenta into quantum mechanical operators,
XA — Tpr, Py — DPrs (2.47)
with the canonical commutation relation
[Zh \, P V] = 170k g O 1 (2.48)

We now introduce the mode annihilation and creation operators,

1
2hwy,
1

TL,,\ = hion (WkTkX — 1DEN) 5 (2.49b)

Tk = (WrTr + iDr)) (2.49a)
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which, from Eq. (2.48), obey the boson commutation relations:
[Pk Thy ] = O Or (2.50a)
[Tk)\u Tk’,)\’] = [T]L)\a TL/)\/} = 0. (250b)

Thus, the Hamiltonian for the quantised electromagnetic field is finally cast in the form

1
H = Z hwp (T};’AT’]‘,’,\ + 2) . (2.51)

k)

We find the time dependent expression of the annihilation operator by solving the Heisenberg

equation of motion, Eq. (2.25),

d 1
ETL ﬁ[rk,/\aH] = —IWETk,\, (2.52)
which has solution
reA(t) = e kg 5(0). (2.53)

Finally, we substitute this into Eqgs. (2.41) to write the electric and magnetic fields as operators:

1/ 260‘/ ek ATE, yetlkr—wit) _ o } , (2.54a)
. / k iker—wont) _ . } . 2.54b
26()ka X ek )\ ’I“k A€ C. ( 5 )

It is often useful to decompose the electric field operator into positive and negative frequency

||
M

E‘

contributions:

E(r,t) = EM(r t)+ EC)(r,1), (2.55)
with
E(+) r,t) =1 ha)k €L \T k)\ Zkr, (2.56&)
260V
kA
T

- (E(+)(r,t)> . (2.56b)

2.2.3 Harmonic oscillator eigenstates

We now consider only a single wave-vector and polarisation of the quantised electromagnetic
field. The Hamiltonian,
1
H = hwyg <rkrk + 2) (2.57)

has discrete eigenvalues:
H ’Enk> = En, ’Enk) . (2.58)
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Using the boson commutation relation, Eq. (2.50), we find that the states 7 [ng) and r;rc |1k )

are also eigenstates of the Hamiltonian, with eigenvalue equations

Hrk ‘Enk> = (Enk - hwk) Tk ’Enk> , (259&)
Hr} | Ep) = (B + hwi) 7}, | En,) - (2.59b)

From the two eigenvalue equations we see that the annihilation and creation operators act on
a ladder of states, with a set ground state |Ey,, —o). The ground state energy is fixed by noting
that ry |Ep,=0) cannot be accepted as an energy eigenstate of the Hamiltonian as its energy

would be negative. Equation (2.59a) can only be satisfied by
Tk ’Enk:0> =0. (2.60)

The eigenstate energy ladder then moves up in steps of Awg,

H |ng) = hwg, <nk + ;) Ing) (2.61)

where |ng), ng =0,1,2,..., is a complete,
o
> k) (gl = L, (2.62)
nE=0

and orthogonal,
<nk!‘mk> = 5nk,mk7 (2.63)

set of basis states, known as the photon number or Fock states; they are eigenstates of the
photon number operator:

rire lng) = n |ng) - (2.64)

From Egs. (2.59) we can see that the annihilation and creation operators have the actions

Tk [nk) = Bl — 1), (2.65a)
rh k) = Ba |ng + 1), (2.65b)

where 81 and 3 are normalisation constants. To find these normalisation constants we use the

definition of the number operator, Eq. (2.64):
ng = ng (ng|ng) = <nk|r,trk]nk> = BB (g — 1ng — 1) = |51 %, (2.66a)
and

ng + 1= (ng + 1) (ng|ng) = (ng|rerkng) = 836 (ng, + 1ng + 1) = |G (2.66b)
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We see then that rp and r;rc act as raising and lowering operators for the ladder of harmonic

oscillation eigenstates:

Tk k) = /rug [ — 1), (2.67a)
rhInk) = Vg + 1 |ng +1) . (2.67b)

2.2.4 Coherent states

Fock states and their superpositions are useful states for fields with small photon numbers,
but they are not so useful for high photon numbers such as can be found in a laser field. A state
that is better suited for high intensity coherent fields is the coherent state, as first discussed in
this context in 1963 by Roy Glauber [7, 74]. Typically denoted by |ag) with coherent amplitude

ap € C, the coherent state is an eigenstate of the annihilation operator,

Tk oK) = ok o), (2.68)

and has the expansion in Fock states

Lag|? op”
— e 20k g . 2.69

nE=0

Coherent states can also be generated from the vacuum state, |0), by the operation of the

displacement operator (see Ref. [73], Section 2.3):
o) = D(ag) [0), D(ag) = ek (2.70)
Coherent states are not orthogonal, having the overlap
_l<|ak|2+|ﬁk|2_2akﬁz>
(Brlowk) =e 2 ; (2.71)

but they do satisfy the closure relation

1
77/\%) (| ey, = T, (2.72)

and are therefore overcomplete.
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3 Quantum Open Systems

In the previous chapter it was mentioned that quantum systems, when not observed, evolve
freely under the time-dependent Schrédinger equation, although this is only true for completely
isolated physical systems. Closed quantum systems — that is, systems that do not experience
energy gain or loss — are not physically realisable in a realistic experimental setting as some
form of energy loss will be always present, even though the loss rate might be very small. Also,
we are typically interested in a driven quantum system where energy is being pumped into an
open system, which in turn serves as the source of an output field that is ultimately directed
into a filter cavity. To this end, in this chapter we introduce the specific techniques we will use
to model open quantum systems.

We first formulate a general master equation for a system coupled to an environment mod-
elled as a reservoir with an infinite number of degrees of freedom. We then consider the explicit
example of a cavity, or resonator, that supports a single mode of the electromagnetic field.
The single-mode cavity will form the basis of our initial frequency filtering model. We then
introduce two different methods of calculating two-time correlation functions from the master
equation, using the quantum regression equations. Finally, using this frequency filtering model
as inspiration, we derive a general master equation for an open quantum cascaded system, where
one quantum system’s output field is cascaded into the input of a second quantum system. We
illustrate the general master equation with the explicit example of a single cavity mode driven

by a cascaded coherent state source.

3.1 Lindblad Master Equation

We start by considering a system S which is coupled to a reservoir (environment) R through
an interaction between the two. We aim to derive an equation of motion that gives us complete
information about the evolution of the system with minimal dependence on the total system
S ® R. While we begin with a general formulation for any system-reservoir coupling, we will
ultimately consider a single mode of the electromagnetic field (harmonic oscillator) coupled to
the full electromagnetic field, Eq. (2.51), as the reservoir.

Following the method of Carmichael (Ref. [75], Chapter 1), we give only a general formula-

tion of the derivation.

3.1.1 Coupled system and reservoir

We consider the generic Hamiltonian

H = Hg + Hgr + Hgg, (3.1)
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where Hg is the Hamiltonian describing the system, Hpg is the Hamiltonian describing the
reservoir, and Hgg is the Hamiltonian describing the interaction between the two. Introducing
the density operator for the total system S ® R, x, we define the reduced density operator for

the system, S, by tracing over the reservoir states:

p = trall. (3.2)

The time evolution of the density operator in the Schrédinger picture is given by

d 1

—x=—=|H 3.3

X = Al (3-3)
where H is the total Hamiltonian, Eq. (3.1). We transform the density operator into an inter-

action picture by defining
X(t) = U (t)x () U(t), (3.4)
with unitary transform operator
U(t) = emHsTHR) (3.5)
whence, applying the transformation to Eq. (3.3) and differentiating Eq. (3.4), we obtain

(1) = [ Fsr(), X(0), (3.

where

Hgr(t) =U'(t)Hsr(0) U(t) (3.7)

is the interaction term transformed into the interaction picture. We can now formally integrate
Eq. (3.3) to find a solution,

X0 =X0)+ 5 [ snt@). XV, 35)

which can then be substituted back into Eq. (3.3) to obtain an exact equation expanded up to
second order in the interaction:

d 1. - 1 .

t ~
X0 = 5 sr().5(0)] = 35 | [sn(0). Fsn(t). X)) (39

=<1

3.1.2 Born and Markov approximations

Assuming that when the interaction is turned on, at ¢t = 0, there are no correlations between

the system and reservoir, the initial density operator factorises as

X(0) = x(0) = p(0) Ro, (3.10)
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where Ry is the initial density operator for the reservoir. We now take the trace of Eq. (3.9)

over the reservoir states to obtain the master equation

o) = /0 trn { [Asr(t). Hsr(t), X)) } o (3.11)

where we have assumed that the coupling between S and R has zero mean in the initial reservoir

state Rp; this allows us to neglect the first commutator in Eq. (3.9):
trp {ﬁISR(t)RO} = 0. (3.12)

As the coupling between the system and the reservoir is weak, we also assume that the density
operator can be factorised at any time up to corrections of order Hgr. We therefore expand

the density operator in powers of the coupling,
X(t) = p(t)Ro + O (Hsr) , (3.13)

and make the Born approximation by neglecting all but the first term on the right-hand side of
Eq. (3.13):

d 1 ! 7 r7 AT !

" 0="7 | e { [Hsr(t), [Hsn(t), p(t')Ro]) ' (3.14)
The resulting equation of motion still depends, however, on the past behaviour of the system
through the integration over 5(t'). Assuming that the reservoir is large compared to the system,
changes in the reservoir due to its interaction with the system are expected to dissipate quickly
at the location of the system-reservoir coupling . There exists, then, two different time scales:
a rapid time scale of decaying reservoir correlations, and a slower time scale governing the
evolution of the system. Thus, we make the Markov approrimation and neglect any effect of
the system’s past behaviour on its future evolution, allowing us to replace p(t') with p(¢); thus

we obtain the master equation in the Born-Markov approzimation:

o) = /O e { sn(t), Hsn(t), fO R . (3.15)

3.1.3 Damped electromagnetic field mode

We now move to an explicit model where the system S is a single electromagnetic field mode
(harmonic oscillator) modelled as a ring cavity, as depicted in Fig. 3.1, with frequency wy and
ground state energy set to zero. The field mode is coupled to a many-mode electromagnetic field
(reservoir) expanded in one dimension, with frequencies w; and photon annihilation operators

rj. The Hamiltonians for the system, reservoir, and interaction are:

Hg = hwoa'a, (3.16a)
HR = Z ﬁwJ'T;L-Tj, (3.16b)
J

Hsp = Y1 (gjar} + gjatr;) = (ar" +a'T) (3.16¢)
;
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z=—-L/2

N/

Figure 3.1: Schematic of a ring cavity coupled to a reservoir comprising a free vacuum elec-
tromagnetic field expanded in one dimension with quantisation length L. The total cavity
round-trip length is [. The cavity has three perfectly reflecting mirrors (bold lines) and one
mirror with transmission coefficient 7' < 1 (light line).

where g; is the coupling between the system and the 4 reservoir mode.
In one dimension, the ring cavity of round-trip length [ has modes separated by the free
spectral range 27c¢/l. Taking the continuum limit L — oo, the mode frequencies of the reservoir

field are much closer together and described by the one-dimensional mode density

olw) = = (3.17)

o2me’

where p(w)dw is the number of modes with frequencies in the interval w to w+dw. From Fermi’s
Golden Rule, we can relate the spectral width of the cavity mode, 2k, to the mode density and

coupling constants according to the standard result for the energy (photon) decay rate [70]:
2k = 27rg(w0)|gwj:wO|2. (3.18)

From Eq. (3.17) we see that the mode density is independent of frequency, and we therefore

approximate the coupling constants to also be frequency independent. Rearranging Eq. (3.18),

9i = \/ﬂ\/f (3.19)

With the coupling constants now established, the explicit form of the master equation in the

we then arrive at

Born-Markov approximation, from Eq. (3.15), is then

< att) = /O {lap(t)a — aap()] = OF OF (1)) + He.

+@%@M—Mamﬂa%W”@@ﬂmm+Ha
+ [aﬁ(t)aT — aTaj)(t)] o= DO (#)) g + Hec.
o ot

a'p(t)a — aaTﬁ(t)] e~ o=t (YD) g + H.c.} dt, (3.20)
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where, introducing the system and reservoir operators in the interaction picture,
a(t) = U () a(0)U(t) = e~ “otq, (3.21a)
t t

at(t) =Ut(t)a' (0)U(t) = e™ota, (3.21b)

() = Ut T O)U) = \/ﬂ\fz Z e~ Wity (3.21c)
Ti(t) =ut (T o)uUt) = \/ﬁ\/g > ety (3.21d)
J

The reservoir correlation functions are evaluated with respect to the initial density operator
of the reservoir, Ry. For simplicity’s sake we assume the reservoir is in the vacuum state and

hence the explicit correlation functions are:

~ 2KcC

WL = "7 Y e “'e ™ g [Rorjry ]
33’
=0, (3.22a)
SN 2
<PT(t)FT(t/)>R _ % ezwjt w; it trp [R()T’T T:|
33’
=0, (3.22b)

~ ~ 2 /
<FT (t)r(t/)>R = e Z ezw] ij/t tI'R |:R07“;7"j/:|
=0, (3.22¢)
and

T T 2kc —iw Zw .
<F(t)FT<t/)>R = Ze ite ttI'R [Ro?”] Ti|

2/66 . /

_ —iw; (t—t")

= 20N et (3.22d)
L -

The master equation then reduces to the form

9oy = /0 t {{apat = atap(t)| = PO () g

dt
+ [aﬁ(t)aT - ﬁ(t)aTa} e’in(t’t/)(f‘(t’)ﬁ(t))R} at, (3.23)
where, introducing the density of modes, Eq. (3.17), and noting that the coupling constant is

effectively zero as w — 0, we extend the integral limits to —oo and evaluate the correlation

function as

COF = [ G T
v

=2rb (t—1'). (3.24)



22 3 Quantum Open Systems

Substituting this into Eq. (3.23) and computing the integral in the time domain we arrive at

the master equation in the interaction picture:

d

At = x (2@(75)@* — atap(t) — ﬁ(t)afa) (3.25)

Finally, we transform back into the Schrédinger picture to arrive at the master equation for a

damped electromagnetic field mode:

d

1
= %[HS, pl+ kK <2apaJr —atap — paTa> . (3.26)

3.1.4 Free and scattered fields

Where the master equation focuses on the dynamics of the system, in this case an electro-
magnetic field mode, we make direct measurements on the output electromagnetic field. To
consider this, we turn to the Heisenberg picture and expand the electric field, Eqs. (2.55) and
(2.56), in terms of the reservoir operators. From the Hamiltonians, Egs. (3.1) and (3.16), we

have the coupled equations for the reservoir and cavity mode annihilation operators:

d
o= —iwpa — 1 Z giT5s (3.27a)
J
d : -
a’f’j = —wwyTy; — lgj a. (327b)

Then after introducing the slowly varying operators
at) = ae™t  7;(t) = rjeit, (3.28)
we formally integrate Eq. (3.27b) to obtain
F3(t) = 1(0) — gttt / (1 )it —w0) 1=t gy (3.29)
0

We substitute this into the expansion for the electric field operator, Eq. (2.56) in one dimension,

which yields

[ hw; -
5 . E(H) = . —iw;(t—z/c)
e - E'(z,1) z; 26OALTJ(O)e i
—iwo(t—z/c) hwo . t~t/ —i(wj—wo)(t—t'—2/c) 44/ 3.30
e S\ [ at)e L (330
j

where, following Eq. (3.24), we treat the summation over modes as an integral over frequencies,

and hence obtain for the second term

0 if z<0

‘ t
e—wo(t—z/@/ a(t')s (t—z/c—t') dt' = ¢ 13/2ka(t) if 2 =0 : (3.31)
0
2ka(t — z/c) ifo<z<et
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The electric field, Eq. (3.30), can then be decomposed into two parts,

EM)(z,1) = EJ)(2,1) + Eiddhee(2, 1), (3.32)

free

. hw; —tw;(t—z/c
Ef(:e_g(zat) = ZZ \/ 2602117“]'(0)@ i (t=2/c) (3.33)
J

accounts for the freely evolving field, in the absence of the field mode, and

where

0 it z<0
1V2kal(t) if z=0 ; (3.34)

2ka(t — z/c) ifo<z<ct

T

Es(cﬂrce(z)t) = 2 Ac X
€

describes the source field radiated by the cavity mode.

3.2 Two-Time Correlation Functions

The focus of this thesis is frequency-filtered photon correlations from a source system. To
this end we must first understand how to calculate unfiltered two-time correlation functions.
The two correlation functions discussed in this thesis are the first- and second-order correlation

functions. The first-order correlation function,
GW(t, 1) = (B ) ED (t + 7)), (3.35)

correlates the electric field at two different times, ¢ and t 4+ 7; in the case of a stationary field
(correlation function independent of t) its Fourier transform gives the optical spectrum (see,

e.g., Ref. [73], Section 3.3). In contrast, the second-order correlation function,
GO, 1) = (ED®ED (t + 1) ED (t + 1) ED (1)), (3.36)

quantifies fluctuations in the intensity of the field; it is proportional to the probability of de-
tecting two photons, a first photon at time ¢ and a second at time t + 7 [7, §].

The master equation we have developed allows us to solve for the density operator of a
system interacting with a reservoir as a function of time; thus, it allows us to compute one-time
operator averages with Eq. (2.22). What it cannot directly provide, however, are multi-time
averages, which our focus on filtered photon correlations relies on. We now discuss how the

master equation can be used to compute these averages.

3.2.1 Quantum regression equations

Equations (3.35) and (3.36) yield more complex expressions when the decomposition of
the electric field, Eq. (3.32), is considered. Fortunately, however, thermal effects are mostly
negligible at optical frequencies. We may therefore take the free field to be in the vacuum state.

In this case, the normal and time ordered free field operators drop out, leaving the correlation
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functions expressed solely in terms of source operators. In order to calculate these averages, we
utilise the quantum regression equations. While this work is attributed to Lax (see Refs. [63,
64]), in this section we follow the steps of Carmichael (Ref. [75], Section 1.5).

In view of what follows, it is convenient to recast the master equation Eq. (3.26) in the

formal form
do _

=L 3.37
where L is the Liouvillian superoperator
1 f_ gt t
Eo:,—h[H,OH—/i(ana —aa0—oaa>. (3.38)
i

Note that a superoperator acts on operators rather than on ket-vectors. Now the average of
the product of two general system operators, A and B, evaluated, respectively, at times, ¢t and

t+ 7 with 7 > 0, is given by
(AW Bt + 7)) = trssr [(O) AL B+ 7)), (3.39)
where the operators satisfy Heisenberg equations of motion, with formal solutions
A(t) = e A(0)en M, B(t + 1) = e w0+ B0y wH(4T), (3.40)

Substituting these solutions into Eq. (3.39) and making use of Eq. (3.4) and the cyclic property

of the trace, we then obtain
(A()B(t + 7)) = trg {B(O)trR [U(T)X(t)A(O)uT(T)] } . (3.41)
We now extend the derivation of the master equation to the reduced operator
pa(r) = trp [U! (X AOU(T)] (3.42)
assuming that it also satisfies Eq. (3.37), with formal solution
pa(T) = € [pa(0)] = €7 [p(H) A(0)] (3.43)
Substituting this into Eq. (3.41) we arrive at the two-time correlation function
(AW)B(t+ 1)) = trs [BO)" (p(1)A(0))] . (3.44)

For the second-order correlation function, Eq. (3.36), a similar derivation yields (see Ref. [75],
p. 22 for details)
(A()B(T)C(1)) = trs [B(0)e (C(0)p(t) A(0))] - (3.45)

3.2.2 Quantum regression equations for a complete set of operators

Rather than working with these formal expressions, we can reduce Egs. (3.44) and (3.45) to

a more familiar and convenient form for making calculations. Specifically, we consider a set of



3.3 Cascaded Open Quantum Systems 25

system operators, Bi, Bs, ..., whose expectation values obey a set of coupled linear equations

with evolution matrix M:

(B1)
Bo

L —mm. - | (3.46)
(B,)

Following on from Egs. (3.44) and (3.45) (see Refs. [75], Section 1.5.2 and [63] for details), we
find that the two-time correlation functions, (A(t)B(t + 7)) and (A(t)B(t + 7)C(t)), obey the

same coupled set of linear equations:

(AW B+ 7)) = MIADB(t + 7)), (3.47a)
L(AWB(E+7)O(0) = MIAWDB(t +7)0(1). (3.47D)

3.3 Cascaded Open Quantum Systems

In the previous section we have derived a master equation for a single system S coupled to
a reservoir, or environment, R. In this section we aim to take this derivation a step further, by
considering a composite model consisting of a source subsystem, whose output is coupled to a
target subsystem. While there are many approaches to this problem [60, 76], here we follow the
approach of Carmichael (Refs. [59] and [77], Section 19.2).

3.3.1 System-reservoir interaction Hamiltonian

While we can derive this master equation for two general subsystems, we will model the
source and target subsystems as two separate ring cavities, as depicted in Fig. (3.2), with

Hamiltonians

Hyource = hwssTs, (3.48&)
Htarget = hwaaTav (3.48b)

where s (s') and a (a') are the respective annihilation (creation) operators for the source and
target modes. As before, we take the reservoir field to be a collection of harmonic oscillator

modes, so the total Hamiltonian, following Eq. (3.1), consists of

Hg = Hsource + Htargeta (349&)
Hp =" hwjrir;, (3.49D)
J

Hsp = HE® + Homs, (3.49¢)
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Figure 3.2: Schematic of a cascaded system with the output of a source subsystem, Heource,
coupled as the input of a target subsystem, Hiarget- The quantisation length of the field is L
and the input mirrors of the two subsystems are a distance d apart. As in Fig. 3.1, each cavity

has three perfectly reflecting mirrors (bold lines) and one mirror with transmission coefficient
T < 1 (light line).

where
ch}grce _ Z K (g;jSTT 4 gs,jSTT) , (350&)
J
Hgiéget = Z h (g;"jarTe_i‘*’jd/C + ga,jaTrei“’jd/C> : (3.50b)

J
are the interaction terms that account for transmission and reflection of the reservoir field at

z = 0 and z = d. Following from Eq. (3.19), the reservoir coupling coefficients for the two

subsystems are:

9s,j = V 2Ks\/§a (3.51&)
Ya,j = V2Ka % (3.51Db)

where 2k, and 2k, are the spectral widths of the source mode and target mode, respectively. The
output field of the source subsystem is carried to the target via the one-dimensional reservoir

field where, making the same decomposition as in Eq. (2.55),

R . o, W(w;z/c z
éo- EM)(z,1) = ZZU 26014]Lrj(t)€( i2/c+(2)) (3.52)
J
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where
0 if 2<0

P(z) =  gsouree ifo<z<d, (3.53)

target .
PRI + B if d < z

with phase changes upon reflection from the source mirror at z = 0, ¢}¥""°, and from the target

mirror at z = d, (ﬁ?rget. Expressing the reservoir field in units of the photon flux, with

w; c -
E(z,t) = I ()etwiz/et o) 3.54
G0 =2 [Ty T (354

J

and setting w;/% (ws + w,) — 1, the interaction Hamiltonians simplify to

HER = hy/2k, (s€1(0,0) + 5€(0,0)) (3.550)
HETE = /25 (a€1(d, 0) + a'€(d,0)) (3.55b)

As previously mentioned, the coupling of the source subsystem to the target is carried by

the reservoir field. Following Eq. (3.32), we decompose the reservoir field into three pieces:
5(27 t) = gfree<27 t) + gsource<27 t) + gtarget(zv t)a (356)

with free field
gfree(z, t) = Z \/gr‘](o)e_l[wﬂ (t—Z/C)—(ﬁ(Z)]’ (357&)
J

source field
0 z<0

Esource(2:1) = { —i3\/2k,s(t) z = , (3.57b)
—ie"2) /2K s(t) O<z<cet
and target field
0 z<d
Erarget (2, 1) = { —i\/2kqa(t") z=d , (3.57¢)

target

—ie'%r 2kqa(t") d<z<ct

with ¢/ =t —z/cand t" =t — (z — d)/c.

3.3.2 The cascaded systems master equation

The source and target subsystems are coupled to the reservoir at two different locations,
z =0 and z = d. At these locations we have two different field operators, £(0,0) and £(d,0),
which are correlated, so it is not permissible to treat the reservoir interactions as independent.

Instead we consider the time-retarded density operator

Xret = usource (—d/C) X z/{sjfource (—d/C) ’ (358)
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with
MSOUI‘CQ(_d/C) = e#(Hsource+HR+H§c}‘%ﬂcc)(*d/C). (359)

The field propagates freely from the source subsystem to the target, i.e., from z = 0 to z =
d, and it carries photons emitted by the source. The time retardation applies only to the
source subsystem and its interaction with the reservoir; it is introduced to formally undo the
propagation of the source subsystem output field to the target subsystem. The Schrédinger

equation now becomes
d 1

EXret = %[Hret,Xret]a (360)
where
Hyet = Hs 4+ Hp + HZR™ + (Hgagget) . (3.61)
re

with
(H;?;get) = han, (agwd_, d/c) + aTS(d_,d/c)> , (3.62)

and
E(d-,d/c) = ugource(d/c)g(d? 0)Usource (d/ ). (3.63)

The field operator £(d_,d/c) represents the field that arrives at the target subsystem, z = d,
at the retarded time d/c. Note that this field is the sum of the free field, Exee(d, d/c), and the
output field from the source subsystem, Epurce(d, d/c) — there is no contribution from the target
subsystem, i.e., no self-field term. Using the fact that the field propagates freely from the source

output, we then obtain
; Asource ]. ;s Asource
E(d_,d/c) = ePF""£(0,0) — iie“z’R K55, (3.64)

where we have taken the definitions of the fields from Eq. (3.57). After substituting Eq. (3.64)
into Eq. (3.62), the total Hamiltonian for the time-retarded system takes the form

Hiey = HS + Hp + Hip, (3.65)
where
Hg' = Hsource + Htarget + Z.h\/ RsKq (e_i(b%omceas-r - eid)%mrcea'rs) s (366)
and

Hép=h <\/2/<;ss + e R 2/€aa) EN0)+h ( Dhigs! 4 PR QﬁaaT> £(0). (3.67)

Both the source and target subsystems now couple to the same reservoir operator, £(0) = £(0, 0),
and we can follow through the method from Section 3.1.3 to arrive at the master equation for a
source subsystem, mode s, cascaded with a target subsystem, mode a, with retardation from the

source: d 1 1
Eﬂret = %[Hgapret] + 5 (2Jcpret=]:3f - Jchpret - PretJ;[Jc> ) (368)
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with cascaded decay operator
Jo = V2kss + e R\ 2k,a. (3.69)

3.3.3 Coherently driven damped electromagnetic field mode

Where Egs. (3.66) and (3.68) are for general source and target subsystems, we now move our
focus towards a more specific example, namely an idealised laser model coupled into a target
cavity mode. As before, we take the source subsystem to be a single cavity mode, however
it is now driven by a classical current with amplitude Ecyrrent- The cascaded systems master

equation then takes the form

d , . i ;
£ = —iws[s's, p] — i[Ecurrente st + EX o€, p) + K (2spsT —stsp — psTs>

—iwglata, p| + Kq (2a,oaJf —atap — paTa)

+ 2v/kskq (aszr — psta+ spal — aTsp) . (3.70)

The density operator for the source subsystem can be obtained by tracing out the target state,

Psource = tltarget [P] ) (371)

which, from Eq. (3.70), returns the master equation

dpsource
dt

= —iws[sfs, psource] - Z'[(C:currente_iwsjfs]L + g:urrenteiWSt'S) psource] (372)

+ Ks (25psource5T - STSpsource - psourceST'S) s (373)

with steady-state solution

] 5 rren
Tiwst] g = —jeurent (3.74)
Ks

pggurce = ‘ase_iw5t> <a$e
We see here that the classical driving current maintains the source mode in a coherent state,
oscillating with amplitude o at frequency ws. The cascaded system master equation, Eq. (3.70),

then has a factorised solution of the form

p(t) = p:gurceptarget(t)y (375)
where
dpt rget . s % q
#ge - —Zwa[aT% Ptarget} B 2\/ Kska [ase ZwStaT - asewataa ptarget]

+ Kq (261,0targetdr - aTaptarget - ,OtargetaTa) . (376)

Equation (3.76) can be solved by a coherent state, |ag4(t)), i.e., by substituting the ansatz
Prarget(t) = |aq(t)) (aq(t)]. With the coherent state expressed in terms of the displacement
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operator, as in Eq. (2.70), we obtain for the left-hand side:

B day(t) da(t)
LaS = 20t 0, 0) (000 + 25 o, (1) (au(t) 0
- |05 4 022250 o) tanto 3.77)

and, similarly, for the right-hand-side:

R.H.S = [ — (Ka + iwa) Qalt) — zWamsase—wst] al |ae(t)) (aa(?)]
+ {— (Kaq — iwg) ay(t) — 2 ﬂaﬁsa:eiwst} lag (1)) (g (t)] a
+ [2\/ﬁaﬁsa56_iw‘9ta2(t) + 2\/Raksa et ag (t) + 2/@|aa(t)]2} lag (1)) {aq ()] . (3.78)
Comparing similar terms in Eqs. (3.77) and (3.78), we then see that Eq. (3.76) can indeed be

solved by a coherent state, |a,(t)), where a,(t) obeys the classical equation of motion

doy,

dt

= — (Ka + iwe) g — 2y/Rshgose” L. (3.79)
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4 Frequency Filtering Through Optical Cavities

We begin this chapter with a discussion of the most common type of frequency filtering
device in optical — both classical and quantum — settings: the Fabry-Pérot interferometer, or
cavity, named after Charles Fabry and Alfred Pérot. Using a transfer matrix method we derive
simple expressions for the transmission spectrum of a Fabry-Pérot cavity, accounting for all
possible modes that are supported. These spectra are then compared to those of a quantum
optical model, where we allow for only a single supported mode.

Single-mode Fabry-Pérot cavities are relatively simple to implement as frequency filters in
quantum optics, both experimentally and theoretically. This ease of use and effectiveness is
one of the reasons why they are so widely used [78, 79]. Unfortunately the Lorentzian-shaped
frequency response is not ideal when considering multi-frequency input sources due to the trade
off between frequency isolation and temporal response. Lending inspiration from the ideal, yet
unobtainable, box-filter, we introduce the novel filtering model that we will use throughout the
thesis: the multi-mode array filter. We then calculate the temporal and frequency response of

this filter model and compare them to that of a conventional single-mode cavity.

4.1 Single-Mode Cavities and Lorentzian Distributions

The transfer matrix method is an especially useful and powerful method for describing the
propagation of fields through linear optical media [79]. Here we present a brief investigation
of the transmission spectrum of a Fabry-Pérot cavity, comparing it to the derived transmission

spectrum derived from a quantum optical model.

4.1.1 Transmission spectrum of a Fabry-Pérot cavity

The propagation of electromagnetic waves through a linear optical medium, or element, can
be described using the transfer matriz method, where the left- and right-hand incoming and

outgoing fields of the element are related via a transfer matrix,

(in) (out)

E E

( (lout)> = T( 1(m)> : (4.1)
EQ E2

The transfer matrix for a system composed of multiple optical elements is given by the product
of the transfer matrices of each of the components; for the Fabry-Pérot cavity, as depicted in
Fig. 4.1, this is the product of the matrices for the two mirrors, M1 and M2, and the for free

propagation over a length [ between the two mirrors [80, 81]:



32 4 Frequency Filtering Through Optical Cavities

T(Ml) T(free) T(M?)

i) — ﬂ,
l
Eéout) T Egin)
. - —

Figure 4.1: The Fabry-Pérot cavity consists of two partially reflecting mirrors, M1 and M2,
separated by a distance of free-space, [. Here the left and right directional fields are labelled as
FEy and FEs respectively, where the input and output fields are related by the transfer matrix,
Eq. (4.2).

T(FP) _ T(MI)T(free)T(M2)
K -1 VR e/ m 0 L -1 VR,
VIi \-VR Ti+ R 0 Vet VI \-VRy Ta+ Ry

ot ( e NIy —m+e2iklnm<T2+Rz>> (42)

VITiTy \ /Ry — 2*n\/Ry (Ty + R1) —nvRiRs (Ty + Ry) (Tz + Ro)

where R; (7)) is the reflectivity (transmittance) of mirror j, [ is the propagation length of the
cavity, 1 is the propagation efficiency inside the cavity, and k = w/c is the wavenumber of the
propagating wave with frequency w and speed c¢. The frequency spacing between supported

modes inside the cavity, known as the free spectral range (FSR), is defined by

wrsk = 27 x FSR = 271'% - ? (4.3)
This allows us to write
eikl = e”r“"FWSR, = emwFsri7 (4.4)

where we have introduced the cavity resonance frequency w. which satisfies

We

e Mersr = 1. (4.5)

For the sake of simplicity, we ignore any intrinsic cavity loss, 7 = 1, and set the mirrors to be
lossless and identical, so that Ry = Ro = R and T} = T5 = 1 — R. The transmission spectrum
is then given by:

2
1

FP
7—1(1 )

_ (1-R)’
1 + R? — 2R cos (27rw) .

WFSR

S(TFP) _

(4.6)

We show Eq. (4.6) in Figs. 4.2 and 4.3 for a variety of different parameters. From Fig. 4.2 and
Eq. (4.3) we see that, by increasing the length of the cavity, the FSR decreases and therefore
the modes move closer in frequency space. An increase in length also shows a decrease in the
linewidth of each mode. Figure 4.3 shows, for a fixed length, that by decreasing the reflectivities

of the two mirrors, there is an increase in the linewidth, to the point that the responses of each
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Figure 4.2: Transmission spectra of a Fabry-Pérot cavity with lengths: [ = 2 m (blue, solid),

[ =4 m (orange, dashed), and I = 6 m (green, dot-dash). The reflectivities of the two mirrors
are fixed at R = 0.85.
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Figure 4.3: Transmission spectra of Fabry-Pérot cavity with reflectivities of the two mirrors:

R = 0.95 (blue, solid), R = 0.75 (orange, dashed), and R = 0.55 (green, dot-dash). The length
of the cavity is fixed at [ = 2 m.
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Figure 4.4: Transmission spectra of a single-mode filter using the transfer matrix method (blue,
solid) and the quantum model (orange, dashed). For the transfer matrix method, Eq. (4.6), the
parameters are R = 0.8 and [ = 40 m. For the single-mode mode approximation, Egs. (4.7) and
(4.8), the total cavity decay rate is x./2m = 0.119 MHz.

mode start to overlap. Allowing for multiple overlapping modes is not beneficial when applied
to frequency filtering; with a frequency response that extends over all frequency space, any
photon is able to pass through. We can, however, approximate a single-mode response from the
Fabry-Pérot by making some simple assumptions: first, we assume the cavity to have a short
length, increasing the FSR as in Fig. 4.2; secondly, we assume the reflectivities of both mirrors
are high. In this limit where 1 — R < 1, Eq. (4.6) reduces to

S (w) = H—22 (4.7)
K2+ (W — we)
where
Ke = “;;R (1-R), (4.8)

is the total field decay rate for the cavity. As shown in Fig. 4.4, this approximation works well
provided that the FSR of the cavity is large enough; we see that the single-mode approxima-
tion closely matches the Lorentzian distribution of the central mode from the transfer matrix
approach. As we will see in the following section, Eq. (4.7) is comparable to the result obtained

from the purely quantum optical approach of a single-mode cavity.

4.1.2 Quantum optical single-mode cavity

Through Eq. (4.7) we have shown that the single-mode approximation of a Fabry-Pérot
cavity works well for isolated modes, however we now wish to take a quantum optical treatment.
Following on from Egs. (3.76) and (3.79), we model the scanning interferometer as a single-

mode cavity. To demonstrate its frequency response we consider it to be driven by a frequency
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dependent coherent driving field, with Hamiltonian
He = hweala + ih <5de_i“taT — Sjei“’ta> , (4.9)

where w, is the tunable resonance frequency of the cavity mode and &; is the coherent driving
amplitude of the pump at frequency w (from Eq. (3.76) we can take &5 = —2asy/Kskq). The

cavity also experiences photon loss at a rate 2k, which can be described by the master equation

d 1
d—’;) = %[Hc,p] +K (2@,0@T —alap — paTa) . (4.10)
Taking the cavity to initially be in the vacuum state, we recast Eq. (3.76) and write the equation

of motion for the coherent state amplitude of the cavity field as

d )
aa(t) = — (k +iwe) a(t) + Ege™ ™", (4.11)
which has solution P
— ae ™ —kt ji(w—we)t
=— (1= . 4.12
a(t) k—i(w—w) ( © ) (4.12)

In the long time limit, ¢ — oo, we find the cavity response as a function of drive frequency, w,

at fixed w,, is a Lorentzian shape with halfwidth &,

Eal?

2 _
) =

(4.13)
which, like Eq. (4.7), is a Lorentzian distribution. Here we arrive at the main issue with
single-mode cavity filters and Lorentzian distributions for time-dependent photon correlations.
Ultimately we aim for a filter which allows target photons to enter the cavity and be re-emitted
immediately after. The bandwidth of the filter, however, is inversely proportional to the cavity
lifetime, k. A faster temporal response then requires a larger bandwidth, yet the tails of a
Lorentzian distribution extend quite far from a target frequency. If our source system emits
photons of frequencies spread over some range, these long tails may allow non-target frequencies
to enter into the cavity. If we then decrease the bandwidth to reject non-target frequencies, the
average lifetime of a photon inside the cavity increases and the filtered photon correlations will

no longer be indicative of the true nature of the source system dynamics [39].

4.2 An Improved Filtering Model

Our ultimate goal is to develop a type of filter model that allows us to pick very specific
frequencies from a general source system and calculate photon correlations. To do this we take
inspiration from an ideal bandpass filter, i.e., the sinc filter. With its infinitely sharp frequency
response cut-off, we can increase the bandwidth, and thus the temporal response, much more
than a conventional Lorentzian filter while still maintaining good frequency isolation.

We begin this section with a brief discussion on sinc filters and their limitations. We then
introduce the novel model used in this thesis, the multi-mode array filter, and investigate its

temporal and frequency responses.
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Figure 4.5: Time series and Fast-Fourier Transform (FFT) of a complete sinc function (a),
positive-side sinc function (b), and a positive-side sinc function with a 7w phase delay (c).



4.2 An Improved Filtering Model 37

4.2.1 The sinc function and ideal filters

In the realm of frequency filtering an ideal bandpass filter is one which allows complete
transmission over a certain frequency range and complete attenuation outside. One such model
is the sinc filter — also known as the rectangle filter — which results from the Fourier transform

of the sinc function in the time domain:

0 a < |wl
o0 L3 t .
F [sinc (at)] = 26;/ bma(:)elmdt =91 lw| =a- (4.14)
—00
: lw| < a

We see from this equation, and in Fig. 4.5a, that by increasing the width of the intervals in the
sinc response we also increase the width of the frequency response.

Unfortunately, perfect sinc filters are non-causal filters, and are physically impossible to
realise. Unlike causal filters, which only use past and present inputs to produce a response, the
sinc filter also includes negative times; the filter responds to an impulse before it has arrived,
violating the principles of causality and time invariance (see Ref. [82], Chapter 11). We can
consider a physically realisable causal filter by neglecting the negative time response, with
0(t)sinc (at), where

0 t<0
0(t) = (4.15)
1 0<t
is the Heaviside step function. In dropping half of the temporal response, we see in Fig. 4.5b
that the frequency response, as calculated from the Fourier transform, has drastically changed.
The introduced artefacts still show a semblance of the original rectangular “width”, yet the
sharp frequency cut-off has been completely lost, and there is now a low dip in the centre of
the frequency response.

Fortunately, we can recover the rectangular nature by introducing a phase modulation.
Shifting the centre of the temporal response to the right, we regain more of the initial sinc
function. In Fig. 4.5¢ we introduce a m-phase delay, with response 0(t)sinc (at — 7). The Fourier
transform of this shows a much sharper cut-off than non-delayed response, Fig. 4.5b, and the
central peak has been restored. We can increase the phase modulation even further, recovering
much more of the sinc function, leading to an even more rectangular frequency distribution.
Unfortunately, a greater phase modulation also results in a greater temporal delay. As we
are ultimately interested in calculating photon correlations from filtered sources, we need to
minimise the temporal delay of our filter as much as possible. We will see in the following
sections what impact the size of this delay has on the filter response, and how much delay we

can introduce without affecting the performance of the filter.

4.2.2 A novel approach: Multi-mode array filtering

It is no simple feat to develop a new cavity model that does not have a non-Lorentzian
frequency response, as we have shown this is an innate property of Fabry-Pérot cavities. We

therefore propose a model where we couple the output of a system of interest into an array of
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stngle-mode cavities, each with a small bandwidth, rather than a solitary cavity. At first glance,
the smaller bandwidth of each individual cavity mode might appear to result in a poor temporal
resolution of the filter as a whole, nevertheless we will see in the following sections that this is
not the case.

The proposed model consists of 2N 41 cavity modes, where the resonance frequency of each
mode is slightly detuned from a central frequency w.. To achieve equal coupling, we pass the
input field through an array of mirrors with increasing reflectivity, as shown in Fig. 4.6, where
the reflected field couples an equal amplitude into each individual cavity mode. We therefore
extend the Hamiltonian, Eq. (4.9), as

H=h Z w]a a;j +ih Z ( —iwt T —&re wt ]), (4.16)

j=—N

where N is the number of cavity modes either side of the central mode, a} (a;) is the photon

creation (annihilation) operator for the j' filter mode,
wj = we + jow (4.17)
is the resonance frequency of the j* filter mode, with mode frequency spacing dw, and

Ej = —=2__emim/N (4.18)

is the mode-dependent driving amplitude. Note here that a mode dependent phase modulation
is applied to each filter mode with the exponential term in Eq. (4.18), where m sets the size of
the introduced delay.

The output of each filter mode is directed into individual detectors, allowing us to write the

master equation as

dp 1 il
= 7 _Z (2a]pa —aTa]p paTa]) (4.19)

where, as before, 2k is the total cavity decay rate for each mode.

4.2.3 Temporal response to an impulse

Before we assess the frequency response of this proposed model, we will first investigate its
temporal response to an impulse. As with the single-mode cavity, we calculate the coherent
state amplitude of the cavity field, however, we replace the continuous driving in Eq. (4.16)
with an impulse driving term. The equation of motion for the field amplitude for the j% filter
mode is then

d )
aaj(t) = — (K + 1wj) o (t) + E;6(1), (4.20)

where 6(t) is the Dirac delta-function. Equation (4.20) has solution

aj(t) = Eje~FTilty(p), (4.21)
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Figure 4.6: Schematic of coherently driven multi-mode array filter model. The input field
is evenly split into each individual two-sided cavity mode, where a mode-dependent phase
modulation is applied. To achieve the equal coupling of the input fluorescence, the input field
is passed through an array of beam splitters with increasing intensity reflectivity coefficients.

where 6(t) is the Heaviside step function, as defined in Eq. (4.15). To find the total response of
the array filter we add the mode amplitudes together, and consider the collective field amplitude:

N
> a(t). (4.22)
N

1
A= AN

Assuming a large number of closely-spaced modes, we can convert the summation over modes

into an integral. We then find the collective field amplitude to be:

N gd

1 N
A~ = indj= [
®) \/2N—|—1/_Na(‘7’ )dj /_N2N+1

_ Ea e(t)ef(rwriwc)t > /N efi(Néwtfmfr)j/Ndj
2N +1 -N

eijmTr/Ne—[H+i(“’c+j5w)]t0(t)dj

i(Néwt—mm —i(Nowt—mm
_ Ngd e(t)e—(1€+iwc)t % e ( i ) — € ( )
2N +1 i (Ndwt — mm)
NE&; (£~ (timot 2sin (Nowt — mm)
2N +1 (Ndwt — mm)
2N&q —(ktiwe)t o
ON T 1 O(t)e sinc (Ndéwt — mm) . (4.23)

We see here that this proposed model behaves as we expect from a sinc-response filter. When
compared with Eq. (4.14), the halfwidth of the filter is given by the span of modes in Eq. (4.17),
Noéw. We also see a similarity with the positive-sided and shifted sinc response in Fig. (4.5¢),
where the causality is enforced by the Heaviside step function and the temporal delay of mnw
arises from the mode-dependent coupling, Eq. (4.18).

Ignoring the normalisation term and the Heaviside step-function, there is one important

difference in Eq. (4.23) when compared to the ideal sinc response: the exponential decay and

(htiwe) —twet

oscillating term e~ ¢, The oscillatory term, e , simply centres the response in frequency
space at w,, as we see with the single-mode cavity in Eq. (4.12). The cavity decay term, however,

can have a much more significant effect on the filter’s response. This is shown in Fig. 4.7, where
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Figure 4.7: Normalised field amplitude response to an impulse driving, Eq. (4.23), with m = 0
(blue, solid), m = 1 (orange, dashed), and m = 2 (green, dot-dash). Also shown is pure sinc
term of Eq. (4.23) (grey, dotted), showing the effect the decay has on the temporal response.
The other parameters are N = 20, 6w/|Eq| = 0.1,x/|E4| = 0.2, w./|Eq| = 0.0.

the response for the phase-shifted multi-mode array filter, in orange, is plotted against the sinc
term in Eq. (4.23), with m = 1. The cavity decay causes the response, and thus the peaks, to
decay with regard to the pure sinc term, an effect which becomes more noticeable for larger x.
We are able to mitigate this affect, and thus achieve a response closer to a pure sinc function,
by ensuring the decay of each cavity mode is much smaller than the effective halfwidth of the
array filter, Kk < Ndw. We will see in the following section, however, that this is not without

its limits.

4.2.4 Cavity response in frequency space

The sinc-like response due to an instantaneous driving impulse is promising, yet it is not
enough to tell the entire story of the filter. To see whether this new model has a much sharper
frequency cut-off than a standard Lorentzian, we must return to the case of a continuous drive
and investigate the response of the filter in frequency space. With the same approach that
led to Eq. (4.13), we replace the delta-function in Eq. (4.20) with a continuous driving term,
at frequency w, so that the rate equation for the cavity field amplitude of the j** filter mode
becomes

d .
(1) = = (r+iwy) a;(t) + Eje ™, (4.24)

which has a solution in the long-time limit similar to Eq. (4.12),

L, —iwt
Eje

k—i(w—wj) (4.25)

aj(w) =
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Following the same approach as for Eq. (4.23), we find the frequency response of the filtering

system is the total sum of the field amplitudes of all modes:

1 N
Aw) = \/WFZN i (w). (4.26)

The solution, Eq. (4.12), is more complex than Eq. (4.23) due to the dependence on the mode
number, j, in both the denominator and in the exponential phase modulation in &;, Eq. (4.18),
hence it is difficult to derive a general analytic expression for the frequency response. We can
remove the mode dependency in the numerator in the case where m = 0, that is, when there is
no phase modulation. As before, we may then replace the sum over modes with an integral to

find the collective field amplitude as:

N —iwt
Ede 1 .
Alw) ~ d
@) /N 2N +1k —i(w—we — jow) J

_gdef’iwt /'N 1 4
2N 41y ki (w— we) + 0w J

_Z'e—iwt E ' . N
= 2N+151[log[ﬁz(ww6](5w)]]_N
—ije" Wt g, k—1i(w—wn)
= — 1 4.27
ON + 10w [m—i(w—w_]v) (4:27)
where wyy are given by Eq. (4.17). The cavity frequency response is, therefore,
£ 2 o Y
|A(w)|* = €4l 5 log [ R+,Z Chall) ] log [ ol Chall) ] , (4.28)
dw? (2N 4+ 1) K4i(w—w_n) K—1i(w—w_n)

from which we see the effective width of the filter in the w — w4 terms.

Using Eq. (4.28), we plot, in Fig. 4.8a, the frequency response of the multi-mode array filter
for a range of effective halfwidths: Ndw/|Ey| = 1,2, and 4. With our aim of creating a frequency
filter that is more effective than a single-mode Lorentzian, we also compare these responses with
a Lorentzian of halfwidth x/|&4| = 1. Without shifting the temporal response of the filter, the
multi-mode responses resemble that of the response in Fig. 4.5b; there is a slow decay in the
frequency cut-off and we see the characteristic “bunny-ear” peaks at w4y .

Knowing that we can better approximate a box-like response by introducing a phase mod-
ulation we show numerical calculations, using Eq. (4.26) for m = 1 and m = 2, in Figs. 4.8b
and 4.8c, respectively. Figure 4.8b shows an immediate improvement over the m = 0 case. The
“dip” in the response of the central frequencies has been removed and there is a much sharper
frequency cut-off, even for the larger halfwidth of Ndw/|&4| = 4.

There is, however, a limit to the applied modulation. For m = 2 (Fig. 4.8¢) we see that the
frequency response still has as sharp a cut-off as with the m = 1 case, yet there is a large dip in
the centre. As mentioned in Section 4.2.1, any increase in the phase modulation also increases
the delay in the temporal response; a major disadvantage when calculating temporal photon
correlations.

The results of Fig. 4.8 are promising as it shows that we can increase the bandwidth of
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Figure 4.8: Normalised frequency response of a single-mode with x/|E4| = 1 (grey, dots) and
multi-mode array filter with no phase modulation, (a), and m-phase modulation (m = 1), (b),
and 2m-phase modulation (m = 2), (c), with Ndw/|E4| = 1 (blue, solid), Néw/|Eq| = 2 (orange,
dashed), and Now/|E4| = 4 (green, dot-dash). The other parameters are N = 80,w./|€4| = 0.0,
and, for the multi-mode array filter, x/|€4| = 0.07.
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Figure 4.9: Frequency response comparison for a set bandwidth, Ndw/|E;| = 4 for three

sets of values: N = 80,0w/|Eq| = 0.05 with k/|E4| = 0.1 (blue) and x/|E4| = 2 (orange), and
N = 5,0w/|&| = 0.8 with /|E4 = 0.05 (grey). The other parameters are N = 80,0w/|Eq| =
0.05,m =1, and w./|&4| = 0.

our filter further than a Lorentzian, without sacrificing frequency isolation. This is important
for two reasons: firstly, the wider bandwidth also improves the temporal response of the filter,
allowing for more accurate photon correlation calculations; secondly, if the spectral distribution
of the input light is Lorentzian, as it is for the systems we consider in this thesis, the filter must
be able to envelope as much of the spectral shape in frequency space as possible, while still being
able to reject any non target frequencies. If the filter bandwidth is too narrow compared to the
natural linewidth of the input light — and, thus, the lifetime of the cavity is much longer than
timescale of the source — the dynamics of the source system are now averaged over the lifetime
of the filter. The filtered photon correlations may no longer be indicative of the true photon
statistics of the source photons. We shall see this later with the two-level atom, in what has
been called the “thermalisation of the source” [83], a phenomenon first discussed by Nienhuis
in 1993 (see Ref. [39]).

From the impulse response of the filter, Eq. (4.23), we can expect to see a more rectangular
frequency response for smaller k. If k is too small with respect to the mode spacing, dw, then
there will be minimal overlap between each cavity mode and the collective response resembles
that of an array of individual modes. This is depicted in Fig. 4.9, as the grey, curve. By
increasing the number of modes, and thus decreasing the mode spacing, we can then allow for
much smaller values of k, giving a much sharper frequency response, as we see in blue. If k is
too large, however, the rectangular shape is replaced by a rounder, longer decaying response,
as shown by the orange curve in Fig. 4.9. For this thesis, then, we will consider a large number
of modes and, set the cavity mode width to k = 2.56w. The larger the value of N, the smaller

the mode spacing becomes, and thus we will also have a narrow cavity mode width.
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O  The Dressed States of The Mollow Triplet

We now move our focus to the first system of interest: the resonantly driven two-level atom.
The two-level atom provides an excellent scenario with which to test the multi-mode array filter
due to its relative simplicity and its long studied history. Early work, such as that of Mollow [1,
2], showed that, upon strong coherent driving, the power spectrum of the fluorescence splits intro
three components, yielding the spectrum now known as the “Mollow triplet” [3, 84]. Later work
by Tannoudji and others [4, 85-87] showed that this splitting phenomenon is due to transitions
amongst the atom’s “dressed states”, a result of the atom interacting with a strong quantised
electromagnetic field. This work, so early on in the field of quantum optics, led to a “greatly
renewed interest in the details of the interaction between light and resonant atomic systems”
[6].

Around the time Mollow’s papers were published, there were also investigations into the
quantum nature of the light emitted from a two-level atom. By studying the photon correla-
tions, it was shown that the two-level atom exhibits another purely quantum effect, namely
antibunching [9-11], where photons are emitted individually.

In this chapter we present a summary of the theory of the resonantly driven two-level atom.
We will first derive a mathematical model for investigating the two-level atom, following a similar
method that lead to the Jaynes Cummings model in 1963 [88], culminating in the optical Bloch
equations: a set of equations that allow us to easily calculate the evolution of this specific
system. We then introduce the atomic dressed states, which gives us an intuitive description
of the structure of the atomic spectrum. Following this we introduce the idea of second-order
coherence, which is an integral quantity of interest in this thesis. Finally, we consider the
system in the dressed-state picture and take the secular approzimation, allowing us to derive
ideal second-order correlation functions for each of the separate frequency components of the
Mollow triplet. This will be our baseline for comparing the effectiveness of the multi-mode array

filter in the following chapter.

5.1 Two-Level Atom Interacting with the Quantised Radiation
Field

We begin by deriving a mathematical description of a two-level atom and its coupling to
the quantised electromagnetic field. Following the method as described by Loudon (Ref. [89],
Section 4.8), we make two important approximations: the dipole and rotating wave approxima-

tions.
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5.1.1 Atom-field Hamiltonian: Dipole interaction for a pseudo-spin system

The Hamiltonian of an atom interacting with the transverse component of the electromag-
netic field is given by
H=Hp+ Hy+ Hy, (5.1)

where Hp is the Hamiltonian describing the free field, given by Eq. (2.51), and

N
Ha="3" haa i) (1 (5:2)
=1

is the free-energy Hamiltonian for a generalised N-level atom, with atomic states |I) and corre-
sponding eigenfrequencies w;. In general the interaction between the electromagnetic field and
the atom consists of many multipolar expansion terms, however when we compare the magni-
tude of these interaction terms we find that the electric-dipole interaction is dominant (Ref. [90],
p. 132). We can assume that the wavelength of the electromagnetic field is much larger than
the size of the atom, and hence assume that the field is constant over the dimensions of the

atom. We then expand the spatial dependence of the electric field, Eq. (2.56), as
eik-r _ eik.roeik.(r—'ro) _ eik-ro [1 +ik - (’I’ _ TO) +0 (|k . (’l“ _ ""0) ’2)] ) (5'3)

Retaining only the first term, we therefore make the dipole approzimation and neglect all terms

but the electric-dipole interaction so that the interaction Hamiltonian is
H[ =-D- E(To), (54)

where FE is the electric field at the position of the atomic nucleus, rg, given by Eq. (2.55), and

N N
D=5 ) le(r—ro)lm)(ml =" dinll) (ml (5.5)
Il,m=1 I,m=1

is the dipole operator, with e the charge of an electron, r the electron position operator, and
dipole matrix element

dim = (lle (r — 7o) |m) . (5.6)

The complete Hamiltonian for a generalised N-level atom interacting with the quantised electro-

magnetic field in the dipole approximation is then:

N N
H ="l 1) (1] + > hwr riea+ > > i) (m) [gmrk,A + (gfgj;) r};’/\} . (57)

=1 P ko Lm=1

. Wk A ik-
Q;cm/\ = %/ 2hegV (i - €x,p) €70 (5.8)

For our simple case we consider an atom with only two states: a ground state |g) and an

with coupling

excited state |e), with respective eigenfrequencies w, and w.. The mechanics of a two-state
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system can be described using the same tools as spin-half systems, and so we find it useful to
treat the two-level atom as a pseudo-spin system. The atomic Hamiltonian, Eq. (5.2), can then

be written as

Hy = hwyg |g) (g] + hwe |e) (el

= g (wg + we) 1 + g (We — wg) 02, (5.9)
where
o, = le) (el = |g) (gl (5.10)

We can eliminate the constant term in Eq. (5.9) by setting the zero of energy at the midpoint

between the ground and excited states, and so write the Hamiltonian as

Ha=hA

5 O WA = We — Wy- (5.11)

We also introduce the atomic raising and lowering operators,
o =le)(gl, o =lg)el, (5.12)
which have commutation relations:
[o4,0_]| =0, [0s,04]=3204. (5.13)
The complete Hamiltonian, Eq. (5.7), for the two-level atom is then

_Lwa ] Lol
H = h702 + ; hwk""k’Ark,A—l- g; ho_ (gk:7/\7“k,)\ + gk,ATk,A)

+ hoy (gk’)\T‘k)\ + g’:,/\TL,A) , (5.14)

where we have redefined the coupling constant, Eq. (5.8), as

[ Wk . .
Tk = Gy = 14/ SeoV (dge - €x,) ™. (5.15)

5.1.2 Rotating wave approximation and coherent driving

Equation (5.14) contains interaction terms on two different time scales. We ultimately
aim to drop any rapidly oscillating terms, and thus make the rotating wave approrimation by

introducing the unitary evolution operator

Ut) = cin (Ha+Hp)t _ e—iwktrl,w«ke—i%ﬁw, (5.16)

The Hamiltonian in the interaction picture then becomes
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ﬁ[(t) =ut (t)H]U(t) = Z ho_ (gk,)\T'k)\e*iwct + gZ7AT’L7Aeint>
kA

+ hoy (gky,\rk#\e_iw’?‘t + g;;,ArL’/\eng , (5.17)
with the rotating and counter-rotating frequencies,
WR = Wl — WA, WC =Wk + W4. (5.18)

Over the shortest time scale of the system evolution, the rapidly oscillating terms with fre-
quencies we will average to zero. The rotating wave approximation consists in neglecting these
counter-rotating terms, leaving the slower rotating terms with frequency wg. After transform-
ing back into the Schrédinger picture we obtain the complete Hamiltonian for a two-level atom

interacting with the electric field in the dipole and rotating wave approximations:

wA
H= hTUZ + kz; hwkTL,ATk,)\ + kz)\ h (g};’/\o_r,z’A + gk7>\a+rk7,\) ) (5.19)

As the focus of this thesis is filtering the fluorescence of driven quantum systems, we therefore
assume the atom is pumped at resonance by a coherent driving laser of frequency w4. This can
be accounted for by taking all but one mode of the electric field in the vacuum state, and a single
mode, k, with single polarisation to be in a highly populated coherent state |fe~%At) with field
amplitude 3. We therefore replace the annihilation and creation operators in Eq. (5.19) with

complex amplitudes (see Ref. [90], p. 139):
e — 667”142 7"}; - 5*€iwAt. (520)

Dropping the constant energy and vacuum terms, we are now left with the time-dependent
Hamiltonian Q
w . .
H= ﬁfaz + h§ (o_e“At + o e ™Aty (5.21)

where, adopting a phase convention, we have defined the driving amplitude, also known as the

Rabi frequency, as a real value with
Q= 2gind. (5.22)

5.1.3 Master equation for spontaneous emission

Energy loss in a two-level atom can occur via spontaneous emission which can be treated
using a master equation approach. We may follow a similar method as with Eq. (3.26), how-
ever there are some key differences. The photons emitted via spontaneous emission can be
in any direction in three-dimensional space, hence the summations over the reservoir mode in
Egs. (3.22) now involve a summation over wavevector directions, k, and polarisations, A\. The
pseudo spin operators also have different commutation relations than the bosonic operators.

With these differences in mind, we follow through the same procedure as before to obtain the
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master equation for a radiatively damped two-level atom (see Ref. [75], Section 2.2.1 for details):

dp 1 ~y
o = et g (20—pa+ —010-p— pow—), (5.23)

where 7 is the atomic excited state decay rate.
While the Hamiltonian, Eq. (5.21), contains time-dependent terms, we may transform into
the interaction picture to eliminate the time dependence and the master equation still holds.

Hence we may replace the Hamiltonian in Eq. (5.23) with the time-independent form,

Hy = h% (o +o04). (5.24)

5.1.4 Optical Bloch equations

Expanding the density operator for the two-level atom explicitly in terms of the atomic

states,
P = Pgg |9) (9l + Pge 19) (€] + peg €) (gl + pec |€) (], (5.25)

we see a correspondence between the density operator matrix elements and the averages of the
pseudo-spin operators: (0.) = pee — Pgg, (04+) = pge, and (0_) = peg. The master equation,

Eq. (5.23), can then be rewritten in terms of the operator averages:

d ~y Q
&<0_> = —§<O'_> + Z§<O'Z>, (5.26a)
Clo) =~ Low) —ig o2 (5.26D)
Clo2) =100~ i9{04) — 7 ((02) + 1), (5.26¢)
or, in matrix form, 1
o) = M) (o) + B, (5.27)
where
(o_) -3 0 i
@)=|(o)|, B=|o]|, M9=[0o -3 —i¢]. (5.28)
(02) - i - —y

These equations, also known as the optical Bloch equations due to their relation to the equations
for a spin-half system in a magnetic field [91], provide a concise and simple method for calculating
appropriate quantities, such as the population inversion of the atom. They are also very useful
when considering two-time correlation functions — as we will see in the following sections —
owing to the direct implementation of the quantum regression equations, as in Egs. (3.46) and
(3.47).

Another useful aspect of using the operator moment equations is the ease with which
the steady-state moments can be calculated. For matrix based differential equations, such

as Eq. (5.27), the steady-state vector can be found with a simple matrix inversion:

()2 = Jim (o (1)) = — [ M| B, (5.29)

t—o00
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Figure 5.1: Eigenstates of the uncoupled atom-field Hamiltonian, Eq. (5.19). For weak driving,
there is a degeneracy in the energy levels of the uncoupled atom-field system. As the driving
strength is increased, this degeneracy is lifted allowing for more transitions.

which, in this case, gives a steady-state solution,

(0 )ss 1 —iy§2
(0)ss = | (04)ss | = T Q| (5.30)
(02)ss _’YQ

5.1.5 Dressed states

The bare atomic states, |g) and |e), are eigenstates of the bare Hamiltonian, Eq. (5.11), yet
they are not eigenstates of the full Hamiltonian, Eq. (5.24), when coherent driving is introduced.
If we write the Hamiltonian in matrix form we can then diagonalise it to find the eigenstates

and corresponding eigenenergies:

Halw) =+t ) 1= —=(le) +1a)) (5.31a)
Halty ==k 1. 1) = 2= (1) ~1a))- (5.31)

These eigenstates — also known as the atomic dressed states — are a direct result of the interaction
of the atomic field with a quantised electromagnetic field. Briefly returning to the uncoupled
atom-field Hamiltonian, Eq. (5.19), we see there is a degeneracy in the |g,n) and |e,n — 1) states
for low driving amplitudes, as shown on the left-hand side of Fig. 5.1. As the driving amplitude
is increased, this degeneracy is lifted and we see a splitting of the dressed-state energies. We
have, however, assumed the field to be in a highly populated coherent state, hence the Fock
state hierarchy is not resolvable. Therefore we drop the Fock state labelling in Egs. 5.31, even
though we have kept them in Fig. 5.1.

Later on in this chapter we will move into a secular approrimation by rewriting our atomic
operators, Eqgs. (5.10) and (5.12), in terms of these dressed states. This allows us to derive
analytical expressions for the first- and second-order correlation functions, as defined in the

following sections, for each of the possible dressed state transitions in the limit of very strong
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driving, €2 > ~. These results will then act as a benchmark to evaluate the effectiveness of the

single-mode and multi-mode array filters.

5.2 Fluorescence Spectrum of the Two-Level Atom

The dressed state picture may tell us what frequencies we expect to be emitted by the atom,
but it does not tell us the entire story. Here we will investigate the fluorescence, or power,
spectrum of the atom. To do so, we must first introduce the first-order correlation function, a
quantity which tells us how correlated an electric field is at two different times. Then, using
the Wiener-Khinchin theorem, we present the coherent and incoherent spectra of the emitted
light.

5.2.1 First-order coherence

We introduce the general first-order correlation function,
GO (r tyr' t) = (B (r, ) D (¢, 1)), (5.32)

which quantifies the correlation of the electric field at two different points, » and 7/, and at
two different times, ¢ and ' (see Ref. [78], p. 221). In this thesis we are only interested in the
temporal coherence, that is we consider a solitary point detector, where r» = 7/, such that only
the temporal dependence remains. Defining the time delay variable 7 =t — ', we introduce the

normalised first-order temporal correlation function:

g (r) = G (5.33)

which is bounded by the range
gD ()] < 1. (5.34)

If the field is completely coherent then |¢(M)(7)| = 1 for all 7, whereas the field becomes com-
pletely uncorrelated as 7 — oo, g™ (7 — 00) — 0 (see Ref. [92], p. 73).

5.2.2 The Mollow triplet

Following on from Section 3.1.4 — Egs. (3.32 - 3.34) in particular — we may rewrite the
generalised correlation function, Eq. (5.33), entirely in terms of the atomic operators, o4 and
o_. Similar to the steps involved for calculating the master equation, the summation of reservoir
modes now includes a summation over wavevectors and polarisations. Following the method as
outlined by Carmichael (Ref. [75], Section 2.3.1), we indeed find:

E®(r t)=EF (r,t) xo_(t—r/c), (5.35)

where, with the reservoir in thermal equilibrium at zero temperature, the free field makes no

contribution to the normal-ordered correlation functions. We therefore introduce the normalised
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first-order correlation function for a resonantly driven two-level atom:

Wy loeo(t+7) |
A Y v 1yt v (539

or, in the steady-state limit,

WD)y — i (1) _ {04(0)0(7))ss
9ss (1) = lim g7 (t,7) o (5.37)
As mentioned in Section 3.2, the power spectrum of the field can be calculated from the
Fourier transform of the first-order correlation function, which is a form of the Wiener-Khinchin
theorem [93, 94]:

1 [ .
S(w) = 277/ ¢ g (7)dr. (5.38)
—00

In the steady state there exists quantum fluctuations described by the operators (Ref. [75],
Section 2.3.4):
Aoy =04 — (04)ss) (5.39a)

Ao, =0, — (0,)ss- (5.39b)

We therefore decompose the power spectrum, as defined by Eq. (5.38), into coherent and inco-
herent components, corresponding to the elastic and inelastic scattering of light from the atom
(Ref. [73], pp. 207-208):

S(w) = Seoh(w) + Sinc(w), (5.40)
where
Sen@) = 5o [ o)l (5.410)

Sinc(w) = 217r<0+01>33 /_Z e“T (A (0)Ac_(T))ssdr. (5.41b)

We find that the ratio of the coherent and incoherent intensities is

. 2
Tine _ (Ao Ao_)ss _ 2% 7 (5.42)
Ieon <U+>ss<a—>ss Y

hence for weak driving, {2 < =y, coherent scattering dominates, and for strong driving, 2 > -,
incoherent scattering dominates.

We plot the first-order correlation, Eq. (5.37), in Fig. 5.2 in the weak and strong driving
regimes, for Q/y = 0.01, and Q2/y = 5. In the weak driving limit, there is a small effect
of the weak Rabi frequency in the short time-scale (7 < ), yet in the later times it decays
exponentially. In the strong driving regime we see a frequency term occurring, known as Rabi
oscillations; the atomic population is oscillating between the excited and ground states.

For the two-level atom the first-order correlation function is entirely real, resulting in a
symmetric power spectrum. We see this in Fig. 5.3, where the incoherent power spectrum of
the correlation functions in Fig. 5.2 are calculated. For the weak drive regime, the atomic

spectrum is Lorentzian, situated at the atomic frequency, wa, and with fullwidth v. As the
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YT YT

Figure 5.2: Normalised first-order correlation function, gﬁ? (1) for the driven two-level atom
for Q/y = 0.1 (left) and 2/ = 7.5 (right). When driven on resonance, the correlation function
is entirely real and hence the spectra will be symmetrical.
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Figure 5.3: Incoherent power spectra of the driven two-level atom for /v = 0.1y (left) and
Q/~v = 7.5 (right), calculated by taking the Fourier transform of the correlation functions shown
in Fig. 5.2.
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drive strength is increased, side peaks emerge at w4 £, giving shape to the well known Mollow
triplet [1, 2]. These side-peaks are a direct result of transitions amongst the atom’s dressed
states [4], Egs. (5.31), as illustrated in Fig. 5.1.

5.3 Photon Correlations and Antibunching

In this section we will introduce the second-order correlation function, the concept of second-
order coherence and what it means for light to be “bunched” and “antibunched”.
5.3.1 Second-order coherence

The second-order correlation function is a measure of the fluctuations in the intensity of a
field (Ref. [78], p. 229), and is defined classically as

gD, 1) = (5.43)

DI+ 7))
(L)t + 7))

where I(t) is the intensity of the field at time ¢. If we consider a statistically stationary classical
source, such that (I(t)) = (I(t+ 7)) = (I), then Eq. (5.43) can be written as

(I)2 + (IV(AI(t)) + (I(AI(t + 7)) + (AI(t)AI(t + 7))

9(2)(7) = (I)2

(AI(t)AI(t+ 7))

RV - R

(5.44)

where we have introduced the field fluctuation, AI(t) = I(t) — (I), as in Eq. (5.39). We note
here that the fluctuation (AI(t)) = (AI(t + 7)) = 0 by definition. Equation (5.44) shows two
distinct properties: firstly, in the long time limit, 7 — oo, the intensity fluctuations become
completely uncorrelated with

g (r = 0) =1; (5.45)

and secondly, for zero time delay the correlation is bounded by

9@ (r=0) = gjﬁ > 1. (5.46)

—~

One of the first distinctly quantum optical experiments was the Hanbury Brown and Twiss
experiment [95-97], though it was initially motivated by stellar interferometry. This experiment
investigated the intensity correlations of light emitted from distant stars by splitting the light
through a 50:50 beam splitter and correlating the time between detections in each arm, as
depicted in Fig. 5.4a. While the technology has changed since the original Hanbury Brown and
Twiss papers, the principle of correlating light with two detectors has remained and forms the
basis of this work.

If the field is in a coherent state, the correlation function is unity for all time, g (7) = 1. In

the case of thermal light there are larger fluctuations in the intensity, resulting in an increased
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Figure 5.4: Schematic of a Hanbury Brown and Twiss device (a) and the ¢®)(7) functions (b)
for bunched (blue, solid), coherent (orange, dashed), and antibunched (green, dot-dash) light.
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Figure 5.5: Temporal distribution of photon detector “clicks” for bunched, coherent, and
antibunched light.
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initial correlation, with (Ref. [73], p. 40)
gD =0)=1+|¢gV(r=0)=2. (5.47)

From this result we see that there is a high probability for detecting a photon at detector
2 at the same time a photon is detected at the first detector. From here we can make two
important distinctions: bunched light, where photons are detected in clusters, with ¢ (0) > 1;
and coherent light, where photons are detected at random intervals, with g(Q)(O) = 1. These two
classes of photon statistics are represented in Figs. 5.4b and 5.5, as well as the third classification

which we will introduce in the following section.

5.3.2 Antibunching

We return now to familiar quantum notation, and introduce the quantum mechanical second-

order correlation function for a stationary field, as first discussed by Glauber in 1963 [8]:

(ECO)EC) (t + 1) ED(t + 1) ED (1))
(ECEGOOWECE® (t+ 1)) '

gD, 1) = (5.48)

As with the first-order correlation function, we may write this in terms of the source operators

for the field scattered by the two-level atom, which, in the steady-state limit, is:

(g) (7_) — lim 9(2) (t, 7_) _ <U+ (O)U+U— (T)U— (O)>SS ) (549)

9 e (040)2,

From the optical Bloch equations, Egs. (5.26), we may derive an analytic solution (see Ref. [75],
Section 2.3.5 for details),

9(2) (r)=1- eI [cosh (6T) + i% sinh (57’)} , (5.50)
where
_ (Y o2
5= (4) 02 (5.51)

From Eq. (5.50) we see that this correlation has an initial value of zero, which is impossible for
a classical source. This entirely quantum effect gives rise to the third classification of photon
statistics that we consider: antibunching [9, 12, 98]. In the case of this driven two-level system,
the atom can only store a single quantum of energy and must be excited again before emitting
another photon, hence only single-photon emissions occur. In Fig. 5.6, we plot the normalised
second-order correlation function for the two-level atom in the weak and low driving regimes.
For weak driving, as the atom emits a photon, the state population slowly returns back to its
steady state. For stronger driving, the atomic state oscillates between the ground and excited
states. As with the first-order correlation function, we again see this in the atomic photon
correlations.

It has also been shown that, in the weak driving regime, antibunching is a result of the
generation of squeezed resonance fluorescence [99, 100]. This has been proven again in the

recent experimental works of Hanschke et al. [35] and Phillips et al. [34].
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(

Figure 5.6: Normalised second-order correlation function, gsg) (7) of the driven two-level atom
for Q/y = 0.1 (left) and /vy =5 (right).

5.4 Dressed State Correlation Functions

In this section we will examine the evolution of the two-level atom in terms of the dressed
states by making the secular approximation [23]. We may rewrite the original master equation
in terms of dressed state operators, giving us separate decay terms for each of the possible
dressed state transitions: |u) — |u) and [I) — |I); |u) — |I); and |I) — |u). With this expanded
master equation, we then derive first- and second-order correlation functions for each of the
dressed-state transitions, giving us ideal benchmarks with which to compare our frequency

filtered correlations in the following chapter.

5.4.1 Dressed state optical Bloch equations

Assuming the atom is strongly driven, with € > v, and side-peaks in the Mollow spectrum
are sufficiently separated in frequency space, we may then make a secular approximation and
rewrite the evolution of the system, Eq. (5.23), in terms of dressed-state operators. Rearranging

Egs. (5.31), we write the bare atomic states in terms of the dressed states:

0 =—5(m+m). 10 =—5(lm-1m). (552)

This allows us to rewrite the atomic raising and lowering operators, Eq. (5.12), as

o= 5 (1 tul = 1) = 5 (1) (01— 10 ] ). (553)

We then transform into a rotating frame with unitary evolution operator

L[(t) = G#HAt’ (554)
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and hence the Lindblad master equation becomes

= 3 (2 510~ 54 05 (D3(0) — (074 ()5 (1), (5.55)

with density operator
pt) = UTp(U(), (5.56)

and decay operators

5a(t) = Ut (Do (00d() = o (b Cul = 1) 01) % 5 (¢ o) ) — e W) (] ), (5.57)

Expanding the decay operators in the dressed state representation, we then make the secular
approximation by dropping any rapidly oscillating terms so that the master equation in the

interaction picture now becomes

= T (2 0 b el — o ] 6) — 6) ) o]

(210 @A 1) U = 1) @1 a0 = A1 )

+ 2 (2 @100 <U\—\l><l|ﬁ(t)—/3(t)ll><l|)
(210 {ul 58 ) 2l = ) (l 5) = 5(E) ) ()
= 2 (b Gul 5C2) 1) 01+ 1) U 5(0) ) (] ). (5.58)

Transforming back out of the interaction picture, we introduce the dressed-state operators for

a driven two-level atom,
ol =) (ul, of =lu){ll, o = |u){u|-1), (5.59)

and write the master equation in the secular approximation:

dp Ry i
¥ = —igloP o+ 3 (200008 = 0Py — pal?)
8 (20+p0 - UDafp poDaf)
~
+ 1 (Ufpaf — p). (5.60)

Here we can identify three main processes: a decay from the dressed state |u) to the state |I);
a decay from the state |l) to the state |u); and, from the last term in Eq. (5.60), an atomic
dressed state “dephasing”, which does not change the dressed state populations.

From Eq. (5.60) we may write coupled moment equations for the dressed-state “spin” op-
erators, resulting in a set of equations similar to the optical Bloch equations, Egs. (5.26), but

now decoupled from each other:

%<a£’>: (347+ Q)< Dy, (5.61a)
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%wf) =— (347 + m) (o), (5.61D)

) (5610
These have simple solutions:

(0P (1)) = (P (o) ()" (5.62a)

(P(1) = P (F), (5.62b)

(0P (1) = (oL ()3, (5.620

5.4.2 First-order correlation functions in the secular approximation

In this strong driving limit, we expect each peak of the Mollow triplet, Fig. 5.3, to be well
separated resulting in three distinct Lorentzians. Each peak is then linked to of the dressed
state operators: the left-peak is the result of the transition |I) — |u) with operator o?; the
central peak is a result of the degenerate transitions |u) — |u) and |l) — |I) which we may
associate with the dephasing term, o”; and the right-peak is a result of the transition |u) — |I)
with operator o.

With these three operators and the quantum regression equations, Eqs. (3.47), we may

derive first-order correlation functions for each of these three dressed-state transitions:

1) (@2 (0)e2(7)) _ 2

gcentre(T) = <O'ZDU;,D>55 = 6757-7 (563&)
g (7) = W = e’(%’m>7, (5.63b)
— + SS
G (7) = W _ o (Fr0)r, (5.63¢)
J,» — /88

Taking the Fourier transforms of these three correlation functions, we see there are indeed three

distinct peaks,

Scentre(w) = %W7 (564&)
_1 37/2

Shetr(w) = 5 Gt @ P (5.64b)

Sright (w) ! 37/2 (5640)

2 (39/4) + (0 - Q)
that is, the central peak is a Lorentzian with half-width /2, and the side-peaks are Lorentzians
with half-width 3~/4, situated at w = +Q.

5.4.3 Second-order correlation functions in the secular approximation

We follow the same procedure now for the second-order auto-correlation functions for each
frequency component. In the complete picture we know that the light emitted from the atom

is completely antibunched. When looking at each component individually, however, we see a
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Figure 5.7: Photon emissions from the atomic dressed states and their orderings for (a)
central peak photons, (b) a left-peak photon followed by a right-peak photon, and (c) a right-
peak photon followed by a left-peak photon.

difference. For the central peak photons, due to the degenerate dressed state transitions, the

light is entirely second-order coherent, with auto-correlation function

(02 (0)0 Do (r)o2(0))

(0P0D)%

canre(7) =

Ycentre

=1. (5.65)

Left- and right-peak photons exhibit behaviour similar to the two-level atom, in that the light

from these transitions is also antibunched, as can be seen in the auto-correlation functions:

(2 (0)a PP (1) P (0))

(2) _ \9—
7)==y,
_ 11 1 (a2(0)aD (7)o 2(0))
oDl 2 (aDol),
=1-2(cPolo?) e 27
=1—c27, (5.66a)
e (02 (0)o a2 (7)a2(0))
(2) (0¥ (0)oroZ(T)0=Z(0)) _a,
Grignt (T) = (0DoD). =1-e2". (5.66b)

While the auto-correlation tells us the conditional likelihood of detecting an emission from
a transition some time 7 after a first detection, the cross-correlation allows us to look at two
different transitions. As an example, if we consider detecting a left-peak photon at 7 = 0, we
see there is an increased probability of detecting a right-peak photon at the same time, with

cross-correlation function

D D _D D
(2) (02 (0)oZa(1)0=(0)) P ¢)
gleft%rlght (T) <0_£0__ >ss<0'l_)0£>ss t+e 2 grlght%left(T) ( )

This is to be expected as, shown in Fig. 5.7, the ordering of the dressed transitions must conserve

the total energy of the photons absorbed from the driving field.
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Similarly, for a side-peak to central-peak correlation function, for example the right-peak,

we have second-order coherence, with

bt scentre () =

gright—>centre =1 (568)

While the equations in this section have been derived in the secular approximation, in the
next chapter we will attempt to recover the same results using a frequency filter approach.
As previously mentioned, Eqs. (5.65 - 5.67) will then be used to compare with the calculated

frequency filtered photon correlations.






65

6 Multi-Mode Frequency Filtered Mollow Triplet

Historically, there has been great interest in measuring and calculating photon correlations
from the driven two-level atom; of particular interest are photon correlations from each compo-
nent of the Mollow triplet [14, 15, 19, 24, 27]. With the recent developments in quantum dot
technology, there has also been a surge in interest in frequency-filtered photon correlations of
the Mollow triplet [34, 35, 38, 101, 102], due to their use as single-photon sources, generators
of two-photon pulses, as well as entangled photons [103-107], all of which have applications in
quantum computing and cryptography.

Much of the research has used either tunable single-mode cavities as the frequency filter, or
the technique developed by del Valle et al. [43], which employs N tunable two-level atoms. Both
methods, however, still result in Lorentzian profile filters being used. The standard approach,
then, considers the case where the side-peaks of the Mollow triplet are well separated, i.e.,
Q > ~. This approach works well for the two-level atom, but cannot be guaranteed for any
general system. We therefore wish to demonstrate the effectiveness of the multi-mode array
filter in the case where the side-peaks are separated, but not extremely so.

The focus of this chapter is to use the resonantly driven two-level atom as a “test scenario”
for the multi-mode array filter. With the long studied history of the Mollow triplet — and the
derived ideal correlation functions, Egs. (5.65) - (5.67) — we can explore the effect that different
filtering parameters have on the effectiveness of the filter, much like in Chapter 4.

We begin this chapter by introducing the mathematical model upon which we base our
calculations. This model extends the open cascaded system theory in Section 3.3 to include
the two-level atom and the multi-mode array filter. We then calculate the frequency-filtered
incoherent power spectra of the single-mode and multi-mode array filters, comparing them both
against the unfiltered Mollow triplet. We then move towards the main quantity of interest of
this thesis: frequency-filtered photon correlations. We calculate and compare both auto- and
cross-correlation functions, highlighting the superior performance of the multi-mode array filter,

relative to the single-mode Lorentzian filter.

6.1 Frequency Filtering Model for Resonance Fluorescence

Having already introduced the multi-mode array filter and the concepts behind the reso-
nantly driven two-level atom, we now apply the cascaded open quantum systems theory to these

two systems.

6.1.1 Hamiltonian and master equation

To model the frequency filtering of the two-level atom, we treat the atom as the source
subsystem of a cascaded open system. In particular, the atomic fluorescence is assumed to be

uniformly distributed amongst, or cascaded evenly into, all of the cavities of the multi-mode
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array filter. We therefore start with the general cascaded system’s Hamiltonian, Eq. (3.66),
and replace the source system with the driven atomic Hamiltonian, Eq. (5.24), and the target
subsystem with the multi-mode array, Eq. (4.16). Summing over the cavity modes, the total
Hamiltonian for our atom-filter cascaded system is then (in a frame rotating at the atomic

transition frequency):

N . N

[0} ih N

H = h; (o_4o04)+h E ija;f»aj + 5 g <5j a;jo4 — Sja;0,> , (6.1)
j=—N j=—N

where
Aw; = (wo + jow) —wa (6.2)

is the frequency detuning of the ™ mode from atomic resonance, with mode frequency spacing

. TK imjm /N
& = 1/2N+1e (6.3)

is the mode-dependent coupling, as in Eq. (4.18).

dw, and

The atomic resonance fluorescence is evenly coupled into an array of 2N 4+ 1 tunable single-
mode cavities, as depicted in Fig. 6.1a. We model each mode with two lossy mirrors, both with
loss rates k/2, resulting in two separate decay channels: reflection of the input field and trans-
mission from the cavity mode through the first mirror is directed towards one photon detector,
while transmission through the cavity mode is directed towards another photon detector (see
Fig. 6.1b). We therefore expand the cascaded systems master equation, Eq. (3.68), to allow for

both decay channels, i.e.,

dp i

N
T Z (2a]pa a}ajp — pa;r.aj)

l\D\'—‘ w\z

<QCJpC - ClCip - pClcy) (6.4)
with cascaded decay operator:

/ g imjm
C] = me J /NU_ + \/Eaj (65)

We may expand out each of the terms in Eq. (6.4) to give us a less compact, yet more intuitive

master equation,

d
P —z;m vo o+ Lo poi —or0p—poso)
N
—1 Z Awjlal a],p} + K Z (Qajpa;f» — a;[.ajp — pa;[aj)
J=- j=—N
N N
S LICRIRETED o) TR A
j=-N j==N
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Figure 6.1: Full schematic of the multi-mode filtered two-level atom (a) with detail of the
decay channels of the j' cavity (b). The phase-shifted fluorescence is sent into a ring cavity
with two perfectly reflecting mirrors at the bottom. The reflection (and transmission) from the
input mirror and the transmission from the output mirror are sent to separate detectors. As
we are interested in frequency-filtered correlations, our results only focus on the transmission
channel.
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6.1.2 Density operator and moment equation calculations

In order to calculate the frequency-filtered correlations from the multi-mode array filter, we
take the total output field, Eq. (3.34), to be the sum of the output fields of all of the cavity

modes,

N
h(,d .
EENEE SV S ) ©.)
j:

—-N

With frequencies in the optical range (THz), we may assume that the total width of the filter,
2Ndw, is much smaller than the central frequency, wg. We may then replace the w; with wp, so

that the total field is proportional to the sum over all mode annihilation operators,

Es((ju)rce(z7 t) X A(t - Z/C) (68)
where
~ A N
A=—, A= B 6.9
V2N +1 AZ_N “ (6.9)

is the collective mode annihilation operator, the quantum mechanical analogue of Eq. (4.22).
We then define the normalised second-order correlation function for the multi-mode frequency

filter,

(2) ( _ <AT(0)ATA(T>A(O)>SS

Yhiltered T) - <ATA>2 . (610)

Using only the master equation, Eq. (6.6), and the appropriate form of the quantum regres-
sion equations, Eq. (3.45), we can numerically calculate solutions to this second-order correlation
function. There are, however, some difficulties to this method. Firstly, the Hilbert, or Fock,
space of single-mode cavities is infinitely large, and one must make a truncation at some point
to be able to perform any calculations. For this specific method of filtering we allow for a large
number of cavities modes, each with their own Fock space. Even by truncating each individual
cavity mode to a maximum of only two photons, the dimensions of the total Hilbert space,
and thus the density operator, grows rapidly. The calculations then prove to be extremely
demanding, such that we were limited to the case of N = 20 on our current computer hardware.

Fortunately there is a much more efficient method which allows for these same calculations
to be performed in seconds. Instead of calculating the two-time correlation functions through
the master equation and density operator, we instead use a series of operator moment equations.

Expanding the numerator of Eq. (6.10) as

N
(AT(0)ATA()A0) = > (AT(0)alar(r)A(0)), (6.11)
jk=—N

we see that this two-time correlation function has initial condition

N
(AT(0)alar(r = 0)A(0)) = (ATalaA)es = Y (afalaram)ss. (6.12)
l,m=—N

From the quantum regression equations, Eq. (3.47b) in particular, to calculate Eq. (6.11) we
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need to solve the equation of motion for the operator average <a ag). With the master equation,

Eq. (6.6), we make use of Eq. (2.22) and the cyclic property of the trace,
tr[XYZ) = tr [ZXY] = tr [Y ZX] , (6.13)

T

to find that the expectation of the operator a Ok evolves as:

d

py <aTak> =tr {—zAw]aTak (aTa]p paTa]) - zAwkaTak (a};akp palak)

+ /ﬁa}ak <2ajpa; — a;aj,o — pa;aj> + /m;r-ak (2ak,oaz — a}iakp — pa};ak>

—Eja;.ak (potraj —ajpoy) — Ekatak (aLa_p — o_pa,t) }

=tr {—zij t <aTaJ —aja T> app — zij (aka,t — a,tak> app
+/€aT- (a;r-aj —aja T) agp + /é:aJr (azak — akaD axp
=& ( a; a;aj) apoLp — Skaj <aka}; — a};ak> U,p}
—[26 — i (Awj — Awy)] <a ar) — E{aroy) — 5k<a;[a,>. (6.14)

.|.

This operator moment is dependent only on itself and the two moments (ayo4) and (a;o-).

Following the same procedure, we find that these operator moments evolve as:

jt (g0 = — (L +ntidy) (a0} + ¢%<ajaz>, (6.152)
Clajo) = — (2 r+ine) ajos) — it {ajo) — 56 (o) +1), (6.15b)
Caj0) = i9ajo_) — i9ajo) — 1laso=) —as) + o) (6.150)

Here we see a familiar structure appearing, namely the optical Bloch equations, Eqgs. (5.26) and

(5.27). From the structure of these equations, we can then arrange Eqgs. (6.15) in matrix form,

(ajo-) (ajo-) 0
3 | fasos) :[M<U>—(;<+mwj)n} (ajo) | + | =16 (o) +1) |, (6.16)
(ajoz) (ajo) —v{a;) + &j{o-)

where M () is the evolution matrix of the optical Bloch equations, Eq. (5.28), and 1 is the unit

matrix. As with Eq. (6.14), these moment equations are also only dependent on lower order

T

terms. To calculate (ajak) we only need six sets of equations:

0
d o
a(a’) =M+ | 0 |, (6.17a)
-
o) = — (5 idwy) (a5) — 50, (6.17b)
S al) = — (5 — i) (a5) — £] o4, (6.17¢)
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Figure 6.2: The operator moments couple in a cascaded scheme, where lower-order moments
can be solved independently from the higher-order moments. The highlighted colours indicate
the order of which these equations can be solved, due to the number of filter mode operators,
while the arrows indicate the coupling into higher-order modes.

0
o) = [MO) — (s i) 1] (o) + | ~26, (o) +1) | (6.17d)
—v{a;) + &i{o-)
1 —3& ((02) +1)
Slalo) = [M@ — (k — iAw)) ]1} (alor) + 0 , (6.17¢)
—y(a]) + & (04)
%@}ak) = — 26 — i (Aw; — Awy)] (alar) — Ef{aroy) — Exlalo_). (6.171)

The unidirectional coupling of the atomic fluorescence into the filter modes introduces a
simple structure into the coupled moment equations; higher-order operator moments are en-
tirely dependent on lower-order moments. If we instead consider a bidirectional coupling, like
that of the Jaynes-Cummings Hamiltonian, we would be unable to derive a closed set of equa-
tions, with second-order operator moments appearing in even the optical Bloch equations. This
simple structure then provides a very efficient method to calculate them, both numerically and
analytically — if one so desires. As there is no influence of the filter cavity modes on the evo-
lution of the atom, the optical Bloch equations are the source of all of the dynamics of the
system, and can easily be solved as a 3 x 3 matrix system. The structure of the coupling,
seen in Egs. (6.17), continues through all combinations of atomic and cavity mode operators.
We depict this coupling in order of calculations in Fig. 6.2, up to the fourth-order moment,
<a}azalam>.

In Appendix A we present the complete set of coupled moment equations, up to fourth-order,
as needed to calculate the frequency-filtered spectra and photon correlations in the following
sections. To calculate the steady-state correlations presented in the following sections, we first
need to calculate the moment equation steady states. Routines written in Fortan90 compute
these steady states using LAPACK matrix inversion routines [108]. With the initial conditions

calculated, the time dependence is then numerically integrated using the Runge-Kutta 4" Order
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method [109, 110]. Unless otherwise stated, a time step of ydt = 10~3 was chosen such that

numerical errors were minimised, without increasing computational time unnecessarily.

6.2 Frequency Filtered Power Spectrum

Now that we have introduced the explicit model for the frequency-filtered two-level atom,
we can now calculate the correlation functions of interest. Before we calculate any second-
order correlation functions, we will first investigate the filtered power spectrum of the atomic
fluorescence.

As previously discussed, the fluorescence is largely coherent and monochromatic in the weak-
driving regime, and thus we are more interested in the strong driving regime. Thus, we choose
a driving strength such that the sidebands of the Mollow triplet are separated enough to be
distinguishable, yet close enough that we will see an improvement of the multi-mode array filter.
As mentioned in the opening of this chapter, we wish to test the filter against the simpler case
of a two-level atom first, and then move towards systems where the emitted frequencies may

not be so well separated. Therefore, for the following sections we set /vy = 5.

6.2.1 Frequency-filtered first-order correlation function

Following on from Egs. (5.37) and (6.10), the normalised first-order correlation function for

the multi-mode array filter in the steady-state limit is

-‘— T SSs
gé}gered(T) = W) (618)
where
N
(AT(T)A0)ss = Y (al(7)A(0))ss. (6.19)
j=—N

Decomposing the filtered power spectrum into coherent and incoherent scattering components,

the frequency-filtered incoherent power spectrum is then given by

N

Sine(w) = % <AW14>SS /Zemj;N<Aaj(T)AA(0)>SSdT. (6.20)

As this is a first-order correlation function, we are able to solve for the time dependence
by solving only two sets of equations, Egs. (6.17a) and (6.17¢) (See Section A.2 for the explicit
correlation function equations to solve). The Bloch equations are a simple 3 x 3 set of coupled
equations, and thus can easily be solved analytically; therefore, we are also able to derive an
analytic expression for the correlation function, Eq. (6.19). The first-order correlation function

for the multi-mode filtered two-level atom is then (see Appendix B for details):

*(1) *(1(2)
gJC : 67% + gJC e—(%-&—l;)'r
%—(/ﬁ—zij) %—ké—(/ﬁ—iAw]‘)

(Aal(T)AA(0))ss =
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*0®)
+ 5 &¢ o (E=0)r | O e (rmibwy)r (6.21)
T =0 — (k- iAwj) ’
where ¢ is defined by Eq. (5.51), and the coefficients are
N
oW
=3 ZN( (Ao_Aag)ss <A0+Aak>ss), (6.22a)
1 XL [y—46
2 . .
% ; [ ( (Ao_Aag)ss <AJ+Aak>Ss> +zQ<AazAak>ss] , (6.22b)
M [y +4s
_ 7 Z [7 ((a0-Aar)s — (AayAay)s,) +z’Q<AaZAak)SS] , (6.22c)
N
g%ﬂc(l) ex0®)
4) _ T . J
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k=—N J 4 J
* (3
—3 & , (6.22d)
T — 0= (k—ilwy)
with
(AXAY )ss = (XY ) g5 — (X)55(Y ) ss. (6.23)

While we have not given explicit expressions for the steady-state moments, and thus we can-
not give a complete expression for the incoherent power spectrum, we can see four important
frequency terms in Eq. (6.21): e~77/2 corresponds to the central peak of the Mollow triplet;

e~ (BV/4E)T correspond to the left- and right-side peak; and e~ (K—ilw;)T

corresponds directly to
the output field of the j™ filter mode. As we encountered in the derivation of the frequency

response, Eq. (4.27), a complete analytic expression for Eq. (6.19) is too difficult to derive.

6.2.2 Filtering out non-target peaks

Using Eq. (6.21), with numerically obtained steady states, we calculate the incoherent power
spectrum of the multi-mode array filter for increasing halfwidths; x for the single-mode filter,
N =0, and Ndéw for the multi-mode array, N > 0. Following on from Section 4.2.4, we choose
a large number of modes, N = 80, and set the mode halfwidth to k = 2.56w, such that the
frequency response of the multi-mode array filter has a sharp cut-off. In the following section,
however, we will more closely investigate the effects of the filter parameters.

We first look at the response of a standard single-mode cavity filter in Fig. 6.3, for increasing
values of k/vy =1,2,4,8, and 16. With the filter resonant with the central peak, Fig. 6.3a, and
the right peak, Fig. 6.3b, we see two distinct features of the single-mode filtering. Firstly,
when the bandwidth is too small compared to the linewidth of the target fluorescence — v for
the central peak and 1.5 for the side-peaks — the output resonances become too narrow; that
is, narrower than the natural linewidths. This can be seen more clearly in Fig. 6.3a for the
two narrow bandwidths, k/y = 1 (blue) and k/y = 2 (orange). Secondly, as the bandwidth
of the filter increases, the filter becomes unable to distinguish between target and non-target

frequencies. As discussed earlier, in the limit x — oo, the “filtered” output field tends towards
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Figure 6.3: Frequency-filtered incoherent power spectrum, Eq. (6.20), of a single-mode filter
(N = 0), for a range of increasing halfwidths, x. The filter resonance is tuned to the central
peak (a) and the right peak (b) of the Mollow triplet, which is also plotted as a comparison
(grey, dotted). The driving amplitude is Q/y = 5.
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Figure 6.4: Frequency-filtered incoherent power spectrum, Eq. (6.20), of a multi-mode array
filter (N = 80), for a range of increasing halfwidths, Now. The filter resonance is tuned to
the central peak (a) and the right peak (b) of the Mollow triplet, which is also plotted as a
comparison (grey, dotted). The other parameters are /vy = 57,k = 2.50w, m = 1.
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the input field, as the filter cavity allows any frequency to pass through. We see this clearly
in Fig. 6.3b, where the filter is centred on the right peak (Awy = 2), yet there is an emerging
central peak as the bandwidth increases.

Turning our attention to the multi-mode array filter, Fig. 6.4, we can already see a re-
markable improvement in its ability to isolate frequencies when compared to the single-mode
Lorentzian filter. Compared to the halfwidths shown in Fig. 6.3, the multi-mode array filter is
able to effectively isolate the target peak for all but the largest halfwidth, Now/vy = 16. The
single-mode filter, however, still shows evidence of other peaks for a halfwidth as small as 2+,
as can be seen by the orange curve in Fig. 6.3.

Looking at smaller bandwidths, we see a different story. As the filter bandwidth decreases,
and the frequency isolation improves, the multi-mode array filter rejects even more non-target
light. When the filter halfwidth is equal to the atomic linewidth, x = v and Néw = ~y (the blue
curve in Figs. 6.3 and 6.4, respectively), we see that the spectral shape is much thinner than
the bare atomic resonance. The multi-mode array filter is now rejecting frequencies that make
up the target peak, therefore we expect the filter field to no longer be completely representative

of the target transitions.

6.3 Second-Order Auto-Correlation Function

Figures 6.3 and 6.4 show exactly what we expected from the multi-mode array filter, that
is, the multi-mode array filter is able to isolate frequencies much more effectively than a single-
mode filter. Having shown this in the frequency domain, we now move into the time domain
and towards the main quantity of interest for this thesis: frequency-filtered photon correlations.

In this section we present calculations of the filtered second-order correlation function,
Eq. (6.10), for a variety of different parameters, with the goal of finding a regime that re-
sults in correlation functions as close to the secular approximations as possible. Unlike the
previous section, we do not have an analytic expression to work with. We therefore present

numerical calculations of the second-order correlation functions.

6.3.1 Fine tuning the multi-mode array filter

There are three important aspects of the multi-mode array filter that affect its performance:
the effective halfwidth, Ndw; the size of the phase modulation, m; and the relationship between
the number of modes, N, and the width of each individual mode, k.

We have already discussed the effect of the relationship between the cavity mode width and
the number of modes in Section 4.2.4. We therefore consider, for the multi-mode array filter, a
large number of modes, N = 80, with a cavity mode width x = 2.50w, where the mode spacing,
0w, depends on the chosen effective halfwidth. In this section, then, we will discuss the effects

of the halfwidths and the phase modulation on the filtered photon correlations.

Varying the halfwidth

In Figs. 6.5 and 6.6, we plot sets of correlation functions for increasing filter halfwidths

of the single-mode and multi-mode filters, respectively. Similar to the filtered power spectra,
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Figure 6.5: Frequency-filtered ¢(®)(7) of a single-mode filter (N = 0), for a range of increasing
halfwidths, k. The filter resonance is tuned to the central peak (a) and the right peak (b) of the
Mollow triplet, with comparisons against the auto-correlation functions derived in the secular
approximation (black, dotted), Eq. (5.65) (a) and Eq. (5.66b) (b). The driving amplitude is
Q/y = b5m.
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Figure 6.6: Frequency-filtered g(® (1) of the multi-mode array filter (N = 80), for a range of
increasing filter halfwidths, Now. The filter resonance is tuned to the central peak (a) and the
right peak (b) of the Mollow triplet, with comparisons against the auto-correlation functions
derived in the secular approximation (black, dotted), Eq. (5.65) (a) and Eq. (5.66b) (b). The
other parameters are 2/ = 5m,m = 1, and k = 2.50w.
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Figure 6.7: Mean absolute difference, Eq. (6.24), between the dressed state correlation func-
tions and the single-mode (left) and multi-mode (right) filtered correlation functions of the right
(blue, solid), Awgy/v = 57, and central (green, dashed), Awy/v = 0, filtered peaks. The driving
amplitude is /v = 57, and the multi-mode array parameters are N = 80,m = 1,k = 2.50w.
The correlation functions were calculated to a maximum time of y7 = 10.

we see an immediate improvement in the multi-mode array filter over the single-mode filter in
terms of its ability to isolate frequencies. For the smaller filter halfwidths of the single-mode
filter, there are still oscillations visible in the correlations of the central- and right-filtered peaks,
Figs. 6.5a and 6.5b, respectively. These oscillations, at the Rabi frequency 2, are indicative of
the poor frequency isolation of the single-mode filter. Again, the multi-mode array filter fares
much better in isolating frequencies of interest, with more evidence in Fig. 6.6. Only for the
largest halfwidth shown, Ndéw/y = 16, are there visible oscillations, which is to be expected
with a full bandwidth that encompasses the entire Mollow triplet.

When comparing the filtered correlation functions with the ideal dressed state functions
(black, dashed curves), Egs. (5.65) and (5.66b), we see that both filter setups produce filtered
photon correlations that follow the dressed state functions closely, with the multi-mode array
filter producing more accurate results. We can quantify this by considering the mean difference

between the filtered photon correlations and the dressed state correlations,

Mean Difference = \g(z) (1) — g{(ﬁgered(ﬂ]. (6.24)

dressed

To calculate the mean difference, the correlation functions were calculated up to a maximum
time of v7 = 10. Except for the smallest of filter halfwidths, as we will discuss later, this is
ample time for the correlations to tend closely to their steady state. As we are calculating
the normalised second-order correlation functions, they will always tend to unity in the limit
T — 00, and thus we do not need to calculate for longer times to compare mean differences.
Figure 6.7 shows this difference for the single- and multi-mode filters, when resonant with
photons of the central and right peaks, for a range of filter halfwidths. In the small halfwidth,
k/7v, Ndw/vy < 1, and large halfwidth, /v, Ndw/y > 10, regimes, the filtered correlation func-
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Figure 6.8: Initial correlation value of the single-mode (left) and multi-mode (right) filtered
correlation functions of the right (blue, solid), Awg/y = 57, and central (green, dashed),
Awgy/vy = 0, filtered peaks. The driving amplitude is /v = 57, and the multi-mode array
parameters are N = 80,m = 1,k = 2.56w.

tions deviate greatly from those derived in the secular approximation. In the intermediate
regime, however, the multi-mode filtered photon correlations deviate much less than the single-
mode. The markers in Fig. 6.7 indicate the halfwidth at which the lowest mean difference
occurs; for the single-mode filter this occurs at k/y = 2.4, where the mean difference is ~ 0.01
for both filtered peaks. This is only a narrow range as, for larger halfwidths, the Lorentzian filter
allows even more bare atomic fluorescence to pass through, thus giving strong Rabi oscillations.
For the multi-mode array filter, there is a much wider range of acceptable halfwidths due to
the almost rectangular frequency response. Not only is the mean difference in the intermedi-
ate halfwidth range lower for the multi-mode array filter — 0.004-0.006 for the filtered central
and right peak, respectively — but the smallest difference occurs at a much wider halfwidth —
Noéw/~v ="17.5 and 9.5 for the filtered central and right peak, respectively.

There is another important metric with which to measure the filter’s ability, namely, the
initial value of the correlation function; definitions for bunched, coherent, and antibunched light
all arise from the initial correlation value. For the smaller halfwidths, we saw that the filtered
spectra were much narrower than the bare atomic Lorentzian. We see a similar effect in the time
domain, too, where the behaviour of the filtered correlation functions diverges from the dressed
state correlation functions — see Fig. 6.8. This is more noticeable with the multi-mode array
filter where, for the central peak, and Ndw/y = 1.0 (the yellow curve in Fig. 6.6a), the initial
correlation value has increased when compared to the correlation function for Ndw/~v = 2.0.
Similarly, for the right peak (Fig. 6.6b), the initial value is also higher. The effect that narrow
linewidths have on the filtered correlation functions will be discussed in the following section.

As with Fig. 6.7, markers indicate the halfwidth — in the intermediate range — where the
initial correlation value is closest to that of the secular approximation: ¢ (0) = 1 for the

central peak and ¢(? (0) = 0 for the right peak. For the single-mode array, the closest value
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when resonant with the right peak is ggt)ered(O) ~ 0.25 at /vy ~ 1.4; and gf(ﬁt)ered(O) ~ 1.0 at
k/7v = 5.5 for the central peak. While the initial value for the central peak seems promising for
the single-mode filter, we know that a halfwidth of 5.5 is already too large, given the visible
Rabi oscillations for /vy = 4.0 in Fig. 6.5a. The multi-mode array filter, however, has initial
values that lie much closer to the secular approximation. For the right peak, ggt) ereq(0) = 0.0632
for Ndw/~v = 5.95, and for the central peak, g{(ii)ered(O) = 1.1270 for Now/y = 5.4.

Again, as the halfwidth increases even further, and the filtered correlation function ap-
proaches that of the direct atomic fluorescence, the initial value tends towards zero, i.e., perfect
antibunching. While this may seem agreeable when filtering the right peak, we know that this
indicates different underlying mechanics than with the dressed state picture.

Unfortunately we cannot pick a single multi-mode array halfwidth that will give optimal
results for both the initial correlation value and the overall trend. For a more accurate overall
correlation, a slightly larger halfwidth is more favourable, as the transitory behaviour of the
filter’s temporal response decays faster for larger halfwidths. For a more accurate initial value,
a slightly narrower halfwidth is preferable as it allows for more precise frequency isolation. We

will therefore consider the two regimes, and motivations, separately.

Varying the phase modulation

So far we have only really considered a maximum phase modulation of 7, with m = 1. From
the characteristics of the sinc function, Fig. 4.5, and the frequency response of the multi-mode
array filter, Fig. 4.8, we expect m = 1 to be an optimal value. If m < 1, the tails of the
frequency response extend too far; if m > 1, we introduce a large temporal delay, as well as a
dip in the centre of the frequency response.

Figure 6.10 shows the mean difference and ggt) ered (0) for a range of phase modulations. Here
the effective halfwidths have been chosen such that the mean difference or initial value have
been optimised for the given driving amplitude, 2/ = 5m. If there is no phase modulation,
m = 0, we see large deviations in both the overall behaviour and the initial value. This can also
be seen in Fig. 6.9, where we plot the temporal evolution of the filtered correlation function. It
is only when the phase modulation increases, and thus the frequency response becomes more
rectangular, that the filtered correlation functions approach the ideal dressed state functions.

The closest initial correlation value for both resonance cases lies at exactly m = 1, with
gf(ﬁt)ered (0) = 1.12696 and 0.06215 for the central and right peaks, respectively. There is, however,
a slight difference when considering the overall mean difference. When resonant with the right
peak, the smallest mean difference is &~ 0.0056 for m = 0.8, while for m = 1 the mean difference
is &~ 0.0064. This is only a small improvement in the overall mean difference, especially when
compared to the closer initial value for m = 1. We will therefore consider a phase modulation

of m =1, as we have done thus far.

Frequency isolated photon correlations

Having now discussed the various parameter regimes of the multi-mode array, we now
make a final comparison of the frequency-filtered photon correlations between the single-mode

Lorentzian filter and the multi-mode array filter. We do note that the parameters chosen are
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Figure 6.9: Multi-mode filtered correlation function for a few different values of m, for the
filtered central peak (a) and right peak (b). The filtered correlations are compared against the
dressed state correlation functions (grey, dotted), Egs. (5.65) (a) and (5.66b) (b). The other
parameters are /v = 57, N = 80, k = 2.50w.
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Figure 6.10: Mean difference between the filtered and dressed state correlation functions
(left) and initial correlation value (right) for different values of phase modulation. The filter
is resonant with the right (blue, solid), Awg/y = 57, and central (green, dashed), Awy/vy = 0,
peaks. For the central peak, the filter halfwidths are Ndw/vy = 7.4 (left) and Now/y = 5.65
(right). For the right peak, the filter halfwidths are Now/y = 9.35 (left) and Ndw/v = 5.95
(right). The other parameters are /v = 57, N = 80,k = 2.5dw.

effective for the given sideband splitting, or driving amplitude. With that in mind we present
correlation functions, in Fig. 6.11, calculated with halfwidths that result in a more accurate over-
all result: k/v = 2.5 for the single-mode filter, and Now/vy = 7.4 and 9.35 for the multi-mode
array filter when resonant with the central and right peaks, respectively.

As previously mentioned, we have set the driving amplitude as /v = 57 such that the
sidebands of the Mollow triplet are separated enough to distinguish them, but still in the limit
where the long-reaching tails of a Lorentzian filter will have a noticeable effect.

Considering first a suitable bandwidth for the single-mode filter, the top figures of Figs. 6.11a
and 6.11b, we see that the single-mode filtered correlations do follow the trend of the dressed
state correlation functions. Unfortunately for the single-mode filter, the orange dashed curve,
we still do see quite visible Rabi oscillations, indicative of its poor ability to isolate target
frequencies. For the same halfwidth, the multi-mode array filter produces a much smoother
filtered correlation function, yet the frequency response is still too narrow to capture most of
the target peak. The initial transitory behaviour of the single-mode filter also takes much longer
to settle.

Increasing the halfwidth to Ndw/~y = 7.4 for the central peak, and 9.35 for the right peak,
we see an immediate improvement in the multi-mode filtered photon correlations. Non-target
photons have been almost completely rejected, with only very small amplitude oscillations

visible, and the initial transitory behaviour decays quickly.
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Figure 6.11: Frequency-filtered photon correlations of the central (a) and right (b) peaks for
the single- (orange, dashed) and multi-mode array (blue, solid) filters. The filtered correlations
are compared against the dressed state correlation functions (grey, dotted), Egs. (5.65) (a) and
(5.66b) (b). Halfwidths have been chosen to give a more accurate overall correlation function.
The other parameters are /v = 57, N = 80,k = 2.50w
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Figure 6.12: Initial value of the filtered correlation function, ggt)ered(O), for the single-mode

filter (N = 0) when resonant with the right (blue, solid) and central (green, dashed) peak. The
driving amplitude is Q/y = 5.

6.3.2 Filtering within the peak

In the previous section we established that, as the filter halfwidth increases, more of the
atomic fluorescence passes through the filter and the filtered photon correlations tend towards
the bare atomic correlations. There is, then, some intermediate halfwidth where the filter is able
to isolate a target peak, such that the filtered correlations closely capture the expected behaviour
as derived in the secular approximation. We could see in Figs. 6.7 and 6.8, however, that smaller
halfwidths — smaller than the bare atomic linewidth — caused the correlation functions to evolve
into something different.

In Fig. 6.12 we show the initial value of the filtered correlation function, ggt) ored (T = 0), when
resonant with the central (the blue, solid curve) and the right peak (the orange, dashed curve),
with varying filter halfwidth. Even with the single-mode filter, we can see drastic changes in the
correlation functions as the filter halfwidth decreases. These results agree with those discussed
by Carrenio et al. [83] and Gonzalez et al. [46, 48] for the strongly driven two-level atom.
Similar results have been also found recently in the weak driving regime (see Refs. [34, 35]).
With the extension of the multi-mode array filter, we can, in fact, reveal even richer correlations
due to the improved frequency isolation. From here on, then, we will discuss these correlations
from the context of the multi-mode array filter, for which the corresponding results are shown
in Fig. 6.13.

We highlight five filter halfwidths in Fig. 6.13 corresponding to different regions of photon
correlations: Now/y = 100.0 (i), 14.5 (ii), 5.68 (iii), 0.0685 (iv), and 0.00001 (v). We plot the
temporal correlation functions of the central peak for these halfwidths in Fig. 6.14. Starting
with the largest halfwidth in region (i), the filtered photon correlations are almost perfectly
antibunched, as there is almost no suppression of the atomic fluorescence for such an extreme
filter width.
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Figure 6.13: Initial value of the filtered correlation function, ggt)ere 4(0), for the multi-mode
array filter when resonant with the right (blue, solid) and central (green, dashed) peak. The
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Figure 6.14: Frequency-filtered photon correlations of the central peak, Awgy/v = 0.0, for the
regions of interest highlighted in Fig. 6.13. The halfwidths are Néw/~ = 100 (i), 14.5 (ii), 5.68

(iii), 0.0685 (iv), and 0.00001 (v). The other parameters are Q/y = 57, N = 80,m = 1, and
Kk = 2.50w.
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Skipping to region (v), the smallest halfwidth at Néw/y = 1072, we see two very different
correlations for the central and right peak. Firstly, for the filtered central peak, we see that the
filtered correlation function is entirely second-order coherent, with gigjt)ere 4(7) = 1 in the purple
curve in Fig. 6.14. As the filter width becomes smaller and smaller, more and more of the
incoherent scattering is filtered out. The filter halfwidth then approaches that of the coherent
driving laser, which can be reasonably modelled as a Dirac delta function. For the filtered
right peak, as the filter halfwidth becomes increasingly smaller, the initial value tends towards
gf(ﬁt)cmd(O) ~ 2 (Fig. 6.13, orange dashed curve). From the perspective of the filter, the incoming
field — which is entirely Lorentzian — becomes broader and broader. This effect, known as the
‘thermalisation” of the source field [39, 41, 46], results in photon correlations resembling those

of a broadband thermal field, i.e.,
2 - wT
glgilt)ered(T) =1l+e 2N ' (625)

In region (ii), the filter halfwidth is approximately the same as the spacings between the
sidebands, Ndw = 2. When the filter is resonant with the central peak, the filter just en-
compasses all three peaks of the Mollow triplet; when resonant with the right peak, the filter
suppresses the left sideband. This emerging peak in the initial value, gf(i?t)ered(o)’ indicates a
region of strong bunching, and is only possible when filtered with a near rectangular filter. This
increase in bunching has in fact been reported by Kamide et al. in their study of frequency
filtering using the “eigenvalue decomposition method” [57]. In this study, Kamide et al. cal-
culated frequency-filtered correlation functions for Lorentzian, Gaussian, and pure rectangular
filters. For the ideal rectangular filter, this peak occurs when the halfwidth is exactly equal to
the splitting, 2. In this region, the filter is able to detect cascaded emissions from the dressed
states, e.g., |u) — |u) — |I) or |I) — |I) — |u). Hence, the probability of detecting two photons
at zero time delay is increased, giving a higher initial correlation. The oscillations are still
visible in the temporal evolution, as seen in the green curve in Fig. 6.14, however, due to the
filter allowing multiple frequencies to pass through. When the filter is resonant with the right
peak, we see this happening at two halfwidths, Now ~  and 2(2, simply because the spacing
between the right and central peaks is 2, and the spacing between the right and left peaks is
2Q).

The correlation functions in region (iii) are no different from what we saw in the previous
section. For a halfwidth of Ndw/y = 5.68, the filter is able to reasonably isolate the target
peaks, and hence the auto-correlation functions resemble that of the dressed state correlations
derived in the secular approximation.

Finally, in region (iv), we see a large increase in the initial value, but only for the filtered
central peak. Before discussing how the filtered correlation functions change, however, it will be
helpful to first discuss how the intensities of the coherent and incoherent scattering of the filter
change with decreasing halfwidth. From Eq. (5.42), the ratio of the intensity of the incoherent
scattering and the coherent scattering from the multi-mode array filter is given by

Ine _ (AATAA) (ATA)ss

Lon (AN (A)ss  (ANeo(A)ss L, (6.26)
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Figure 6.15: Intensity ratio of the filtered coherent and incoherent spectra for the multi-
mode (blue, solid), with N = 80,k = 2.56w, and the single-mode (orange, dashed) filter, when
resonant with the central peak, Awgp/y = 0. The inset is zoomed in on the region where
Now = ), where there is a clear deviation between the multi-mode and single-mode intensity
ratios. The single-mode ratio is calculated from Eq. (6.27), while the multi-mode ratio is
numerically calculated from the steady-state equations. The driving amplitude is /v = 5.

which, for the single-mode filter resonant with the central peak, is

Ine V242922607 + (v + k) (v + 2K)°
Loh — v+26 207+ (y+ &) (v + 2k)

~1. (6.27)

Figure 6.15 shows the intensity ratio for the multi-mode (blue, solid) and the single-mode
(orange, dashed) filter, when resonant with the central peak. When the halfwidth of the filter
is approximately in region (iii), we see that the intensity of the coherent scattering starts to
dominate. Here, then, the interference between the two possible decay paths, |u) — |u) and
|I) — |1), no longer holds, and thus the expected bunching of two possible transitions can be
detected [17, 83]. Figure 6.15 also shows a deviation in the intensity ratio for the multi-mode

array filter from the single-mode filter when Ndw, k = Q.

6.4 Second-Order Cross-Correlation Function

Now we take the filtered frequency system one step further and introduce a second filter.
Tuning this second filter to a different transition allows us to cross-correlate two photons of

different frequencies.

6.4.1 A new Hamiltonian and master equation

To achieve this two-filter coupling, we can pass the atomic fluorescence through a 50:50 beam
splitter, with one arm coupling into the first filter, mode A, and the other arm into the second

filter, mode B. The Hamiltonian and master equation describing this system is essentially the
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Figure 6.16: The operator moments couple in a cascaded scheme, where lower-order moments
can be solved independently from the higher-order moments.

same as Egs. (6.1) and (6.4), but with an extra coupling term. We then have the Hamiltonian

Q (a) t (a)* a)
H:h5(0_+a+)+hZAw] aja; + - Z <€j ajoy — & aa_)
j=-N j=-N
(b) ih S~ (gt (b)
T * T
+h Y Awblb+ 2 > GRET I (6.28)
j== Jj==N
where
ij(.a) = ( (@) ](Swa> —wa, ij(-b) = (w(()b) —|—j5wb) —way, (6.29)

are the frequency detunings, and

(a) _ 7’%&/2 zm7rN b 7"{1)/2 imjn/N
& = \Van+1° AN “Von1© i (6.30)

are the mode-dependent couplings, for filters A and B, respectively. We note here that, different
to Eq. (6.6), there is a factor of 1/2 due to the 50:50 splitting of the atomic fluorescence.

Similarly, the master equation is

dp 1 .
a T
at ~ ol ?_Z (2aj00} — ajasp = paa;)

N

@f  A@Tf A (@f ~(a)

+ Z( pCy" = 0" p = pC; cj>
j=—N

l\')\'—‘
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with cascaded decay operators:

(a) 7/2 imjm /N . (b) _ 7/2 imgm /N .
C; _“72]\7—1—16 o- ++/keaj, Cj _“2]\7—1—16 o_ + \/Kpb;. (6.32)

For this two-filter system, we wish to correlate photons emitted from a mode, B, some time
7 after detection of an emission from mode A. We therefore introduce the frequency-filtered

second-order cross-correlation function:

<AT(0)BTB(T)A(O)>SS
(ATA)s(BTB)ss '

98h(7) = (6.33)

with
N N
A= > a;, B= Y b (6.34)
j=—N j=—N

Just like with the single-filter system, we may derive a set of operator moment equations, allow-

ing a simple and efficient method to calculate the second-order two-time correlation function,

N
(AN0)B'B(r)A0)ss = > (AT(0)b1br(7) A(0))ss. (6.35)
j,szN

The complete set of coupled moment equations, which can be found in Appendix C, follow the
exact same structure as with the single-filter system, albeit with a few more equations needed.
This structure is also depicted as a flowchart in Fig. 6.16, with all the necessary operator
moments.

As there are multiple frequencies which we can investigate, we find it easier to redefine
Eq. (6.33) as
(AT(0)BTB(7) A(0))ss

@) (. 0: _
g (O[, 0’57 T) <ATA>SS<BTB>SS 9

(6.36)

where a and 3 indicate the central resonance frequencies of filters A and B. For the two-level
atom, the simple structure of the atomic spectrum allows us to consider two identical filters.

We will therefore set k, = Kk = k and dw, = dwp = dw.

6.4.2 Photon-photon correlations of different transitions

The wider halfwidth of the filter gives a much faster temporal response, something we saw in
the auto-correlation functions, Fig. 6.11. Due to the finite temporal response of a cavity filter,
the cavity will inevitably have some effect on the output correlations [40, 41, 111]. A faster
temporal response causes this effect to quickly decay, so that the filtered correlation function

tends towards that of the secular approximation. We also saw that a wider filter halfwidth
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Figure 6.17: Initial cross-correlation value for the single- (left) and multi-mode array (right)
filtered cross-correlations for right-to-central (green, solid) peak and left-to-right (red, dashed)
peak detections.

resulted in a more accurate initial auto-correlation value, ggt) ored(0); up to the limit where the
filter was unable to cleanly isolate the target frequency. Unfortunately this is not the case when
considering frequency-filtered cross-correlations. Figure 6.17 shows the initial value of the right-
to-central peak and right-to-left peak correlation functions. From the secular approximation,
we expect the right-to-left peak cross-correlation to be perfectly bunched, with an initial value
9(2)(—1—9,0; —Q,0) = 2; we also expect the right-to-central peak to be second-order coherent,
with an initial value 9(2)(—{—9,0;0,0) = 1. As we see in Fig. 6.17, unlike the auto-correlation
functions, the initial values are no longer indicative of the expected behaviour from the secular
approximation.

That is, however, only true for the long-time behaviour. As discussed by Schrama et al.
in 1992 (Section IIT in Ref. [26, 27]), there are short-time, 7 < y~!, and long-time, 7 > 71,
behaviours. In the long-time behaviour, the frequency-filtered correlation functions closely
follow the dynamics derived in Section 5.4.3. We see this in the filtered correlation functions
in Fig. 6.18, where, for 7 > (N 5w)_1, the filtered correlations closely follow the dressed state
correlations (the grey dotted curve).

In the short-time behaviour, there are some more complicated dynamics occurring. For the
right-to-central peak correlation, the left figure in Fig. 6.18, there are two different cascade
decay pathways for the emission to occur: |u) — |I) — |I) and |u) — |u) — |I). With the
first pathway a side peak photon is detected first, and in the second pathway a central peak
photon is detected first. While these pathways correspond to two separate correlation functions,
9(2)(+Q,O; 0,7) and g (0,0; +£,7), they are both transitions starting in the upper state |u)
and ending in the lower state |l), for different time orderings. At zero time delay, both time

orderings contribute equally to the initial correlation value and, in fact, cancel each other out,
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Figure 6.18: Multi-mode (blue, solid) and single-mode (orange, dashed) filtered cross-
correlation function for the right-to-centre peak transitions (left) and the right-to-left peak
transitions (right), compared against Eq. (5.68) and (5.66) (grey, dotted), respectively. The
other parameters are /v = 57, N = 80,k = 2.50w, and m = 1.

which, from Egs. (38) and (39) in Ref. [27], results in
§P(+9,0:0,7) = (1 - e77)" = g0, 0:+0,7), (6.37)

where K is the halfwidth of the filter system [27] — in our notation, s for the single-mode filter
and Ndw for the multi-mode array filter. We note here that Eq. 6.37 has been derived in the
limit where the sidebands of the Mollow triplet are well separated, 2 >> +, such that each
frequency can be ideally isolated. Similarly, for the side-peak to side-peak cross-correlations,
g (4+9,0; —Q,7) and ¢ (—Q,0;+Q,7), there is interference between the two different time
orderings, and the bunching is diminished. The resulting short-time behaviour, from Eq. (40)
in Ref. [26, 27], is
(2) . _ —2r 1 g ? 1 _ogr
g\ (£Q,0; FQ, 7) =€ 2 —1+2<1—2e > + 3¢ . (6.38)
Figure 6.19 shows the single- and multi-mode filtered correlation functions for the two tran-
sitions. Comparing these results with the updated secular approximation correlation functions,
Egs. (6.37) and (6.38), we see a close match. We also see similar results in experimental works
by Ulhaq et al., Shatokhin et al., and others [14, 15, 23, 29, 56, 102, 112]. Once again, the
sharper frequency response cut-off of the multi-mode array filter allows a more effective fre-

quency isolation over the single-mode filter, as seen by the diminished Rabi oscillations.

6.4.3 Cross-correlations outside the Mollow triplet peaks

We are not just limited to correlating photons from only the three peaks of the Mollow

triplet; we can set the resonance of each filter to be any frequency. In doing so, we are able
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Figure 6.19: Multi-mode (blue, solid) and single-mode (orange, dashed) filtered cross-
correlation function for the right-to-centre peak transitions (a) and the right-to-left peak tran-
sitions (b), compared against Eq. (6.37) and (6.38) (grey, dotted), respectively. The other
parameters are /vy = 57, N = 80,k = 2.50w, and m = 1.
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Figure 6.20: Scan of initial cross-correlation values for varying central frequencies of two
single-mode filters. This figure is a reproduction of Fig. 1 in Ref. [102], using the model of this
thesis. For this figure, blue corresponds to antibunching with g(z)(O) < 1, red corresponds to
bunching with ¢ (0) > 1, and white corresponds to second-order coherence with ¢ (0) = 1.
The parameters are /v =57, N =0, and x/~v = 1.0.

to uncover more interesting, and potentially useful, photon correlations. In Figs. 6.20 and 6.21
we depict a landscape of initial correlation values, by varying the central frequency of filters A
and B of the single-mode and multi-mode array filters, respectively. Figure 6.20 in particular
closely resembles results from recent work, both experimental and theoretical [46-48, 51, 102].
For this discussion, however, we will focus on the multi-mode filtered results, Fig. 6.21.

In the regions of auto-correlation surrounding each peak, Aw(()a) R Aw(()b), we see the expected
photon statistics; there are regions of strong antibunching, blue, surrounding the side peaks and
near second-order coherence around the central peak. As expected, we also see the expected
photon statistics surrounding the peaks in regions of cross-correlations; strong antibunching
when targeting the central peak and either side peak, and second-order coherence for the left-
to-right and right-to-left cross-correlations.

Things get interesting, however, when the filters are off resonant with the peaks. For the
auto-correlation diagonal line, we see two regions of bunching in between the side peaks and the
central peak. At the far edges of the cross-correlation, where Aw(()a) = 42Q and Aw(()b) = F21,
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Figure 6.21: Scan of initial cross-correlation values for varying central frequencies of two
multi-mode array filters. For this figure, blue corresponds to antibunching with ¢ (0) < 1,
red corresponds to bunching with g(Z)(O) > 1, and white corresponds to second-order coherence
with ¢ (0) = 1. The parameters are Q/y = 57, Now/y = 6.3 (N = 80, 6w/ = 0.07875), and
K = 2.50w.

we also see extreme bunching, with initial correlation value of =~ 2000. Why is it, then, that we
see such intense bunching in these regions? There are two possible ways to explain this. The
first possibility takes a more mathematical approach. When thinking of the power spectrum of
the atomic fluorescence in these frequency ranges, we expect the field to be quite weak. When
we couple the field into filters off resonant with the peaks, the weak field will result in a very low
mean photon number inside each cavity, (ATA)., (BfB)ss < 1. Normalising by the product
of the two mean photon numbers will drastically increase the initial value of the normalised
correlation function.

The second approach considers a decay process known as the “leapfrog process” [30, 45, 46,
102]. This leapfrog process involves a simultaneous two-photon decay as two virtual photons,
with halfway energy depicted by the dashed line in Fig. 6.22a. Figure 6.22a also shows the
four possible two-photon decays that can occur: (i) wg + /2 and wa — Q/2, (ii) wyg — Q/2
and wa + Q/2, and finally wa + /2 and w4 + /2. We plot the auto- and cross-correlation
functions, ¢® (+9/2,0; +9/2,7) (blue solid curve) and g(® (+Q/2,0;0, 7) (orange dashed curve)
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Figure 6.22: “Leapfrog” decay processes in the dressed state picture (a), and corresponding
frequency-filtered cross-correlation functions (b). The processes labelled (i) and (ii) have an
average frequency of w4, and correspond to the off-diagonal in Fig. 6.21. Processes (iii) and (iv)
have average frequencies wy + /2 and wy — /2, respectively, and correspond to the diagonal.
The parameters in (b) are Q/y = 57, Ndw/vy = 5.5 (N = 80, 0w /vy = 0.07875), and £ = 2.50w.

in Fig. 6.22b, where we indeed see the strong bunching of the simultaneously emitted photons.
The dynamics of these weak, yet experimentally measured [30], decay processes can only be

detected by frequency filtering.
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7 Two-Photon Resonance Fluorescence of a
Three-Level Ladder-Type Atom

Where the Mollow triplet of the driven two-level atom was a relatively simple case to test
the multi-mode array filter, we now turn our attention towards a slightly more complicated
model: a three-level ladder-type atom. With the two-level atom, the frequency spacing between
the sidebands was determined by the amplitude of the driving field; by simply increasing one
parameter, we can separate the sidebands enough that the single-mode filter with a sufficiently
large bandwidth will work well. This is not the case with the three-level ladder-type atom.
The addition of an extra dipole transition complicates the dynamics of the system, especially
with regards to the dressed states. The three-level ladder type atom offers a rich fluorescence
spectrum consisting of up to seven separate frequencies, with different intensities and linewidths.

We begin this chapter by extending the model of the two-level atom, and introducing the
model as used by Gasparinetti et al. [65, 66]. Initially interested in the three-level atom as a
source of single photons due to the cascaded decay, it was found that, upon strong coherent
excitation, the three-level atom can also produce strongly correlated bunches of photons [113—
117]. With the model determined, we present a summary of some of the key results of Ngaha
[118], i.e., the power spectrum and unfiltered photon correlations. Following Chapter 6, we then
couple the emission from the three-level atom into the multi-mode array filter, and compare
the frequency-filtered first- and second-order correlation functions against the single-mode filter.
Finally, we introduce a second filter and compare the second-order cross-correlations. While the
physical results will not differ greatly from those of Ngaha, we will see a remarkable improvement

in the frequency isolation of the multi-mode array filter.

7.1 Modelling The Three-Level Atom

Here we briefly introduce the Hamiltonian and master equation of the radiatively damped
three-level ladder-type atom, and derive expressions for the atomic dressed states when at two-

photon resonance.

7.1.1 Time independent Hamiltonian

Following on from the description of the two-level atom, we extend our model to that of a
three-level ladder type atom, with ground state |g), excited state |f), and intermediate state
le), with energies hwyg, hwys, and hwe, respectively. With coherent driving of the |g) < |e) and

le) <> | f) transitions, the Hamiltonian we consider is

i = iy lg) (g1 + i [€) el + oy ) (F] + Ry (1) (e €4+ ) (g e

FRES (Jo) (Lt 4 Iy (el ), (1)
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Figure 7.1: Energy level diagram of the three-level ladder-type atom. wy, is the two-photon
resonance frequency, whereas wey and wy. are the two single-photon resonances.

where o
dfe - €L
deg - €], )

€= (7.2)

is the ratio of the dipole moments for the upper and lower dipole transitions, as defined by
Eq. (5.6), and © is the coherent driving amplitude of the lower transition, Eq. (5.22). As with
the two-level atom, we eliminate the time dependence in the Hamiltonian by transforming into
a rotating frame. We thus obtain the time-independent Hamiltonian for a driven three-level

ladder-type atom,

Ha=—h (% +6)1e) el — 2m0f) (f|+h% (5, +3), (7.3)
where, following Gasparinetti et al. (Refs. [65, 66]),
QA= Wre — Weg (7.4)
is the anharmonicity of the |e) — |g) and |f) — |e) transitions, with w;; = w; — wj,
§=wa— % (7.5)

is the drive detuning from two-photon resonance, and

No=lg) (el +&le) (fl, By =le) (gl +£1f) (el (7.6)

are the atomic lowering and raising operators. We depict the structure and excitation of the
three-level atom in Fig. 7.1.

If we wish to consider the case of two-photon resonance, with a cascaded decay from the
|f) to |g), we must assume a large anharmonicity relative to the natural linewidth. If |af is

small, the atom can transition from the ground state |g) to the excited state |f) in two separate



7.1 Modelling The Three-Level Atom 99

absorption events, via the intermediate state |e). Here we are only interested in the case where
this transition occurs via a simultaneous two-photon absorption, such that the intermediate

level is only virtually populated.

7.1.2 Atomic moment equations for the three-level atom

To account for energy decay from the atom into the environment, we follow the same method
by which we derived the master equation for the radiatively damped two-level atom, Eq. (5.23).
We therefore extend that case to the three-level atom and consider the master equation for the
radiatively damped three-level ladder-type atom [119, 120]:
dp 1 r
— =—[H —(2X_pXy =X X _p—pXid_ 7.7
3 = A+ 5 (28-p8s — B4 Bop - pBi B ), (7.7)
where I' is the population decay rate for the lower dipole, d.4, and ¥ _ is, as before, the atomic
lowering operator, Eq. (7.6).
Drawing even more inspiration from the two-level atom — the optical Bloch equations, in
particular — we can derive a set of coupled operator moment equations for the three-level ladder-

type atom:
d

a
with (a% = i) (i] , 0™ = |j) (i , 0™ = |i) (j])

(8) = M(X) + B, (7.8)

(099)
(@) 0
(@) 2
(o) re2
(E)=1 | B=] &2 [ (7.9)
(1) ity
(019 5
(ol?)
and
M®) =
0 —i i2 r 0 0 0 0
-2 ~[5-i(5+9)] 0 i2 re 0 —ie2 0
i 0 ~[S+i(g+0)] - 0 re 0 €9
—Ie? i —is —I(1+€2) —ie 3 0 0
o ; ’ i TE (e aie ’ 0 . (7.10)
€2 0 0 €0 —[5(+€2)+i(5-9)] 0 i2 0
€2 0 0 iQ 0 ~[S+en)-i(5-9)] 0 —i%
0 —ie2 0 0 i2 0 -[5er-2is] 0
0 0 €2 0 0 —i8 0 ~[5e2+2i]

Besides the obvious difference in the size of the evolution matrices — 3 x 3 for the two-level atom
and 8 x 8 for the three-level atom — the structure of the atomic operator moment equations are
the same. This matrix structure, then, allows for an easy implementation of the multi-mode

array filter, just as it did with the two-level atom.
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7.2 Atomic Fluorescence and Photon Correlations

Before investigating the frequency-filtered photon correlations from the fluorescence of the
three-level atom, we will first discuss the unfiltered case. We start by introducing the dressed
states of the three-level atom at two-photon resonance which, like the two-level atom, allows us
to derive analytic expressions for the second-order correlation functions of each of the expected
dressed state transitions. We then discuss the structure of the incoherent power spectrum,
highlighting the rich dynamics that occur. Finally, we investigate the bunched nature of the
atomic photon correlations.

While there is some interesting physics when considering off-resonance driving, § # 0, and
for different dipole moment ratios, for this discussion we will stick to the case of two-photon
resonance, with £ = 1. For a discussion on the effects of the drive detuning and the dipole

moment ratio, please refer to Ngaha [118].

7.2.1 The dressed states of the three-level atom

Diagonalising the Hamiltonian, Eq. (7.3), we find that the dressed state eigenfrequencies are

solutions to the characteristic polynomial,

wi — 26 <Q>2 = 0. (7.11)

2
w§+(%+35)w3+ (a+25)5—<2> (1+¢%) 5

Cubic polynomials generally have complicated roots, therefore we simplify this equation by
considering the special case of two-photon resonance. Setting § = 0, the three eigenfrequencies

are:

W =0, (7.12a)

2
Wy = —Z+\/(Z)2+ <2> (1+€2), (7.12b)

2
wy = —% — \/(j)Q + (2) (1+&2), (7.12¢)

with corresponding eigenstates,
1
m) = = (€l =1n). (7.13a)
1

W= e (21g) + 200 le) +€0211)), (7.13b)
0 1 (21g) + 2ele) + €21) ), (7.150)

- VAP + 92 (1+€2)

such that
Halm) = hwp, Im),  Halu) = hwy |u), Hall) = I |l). (7.14)
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Figure 7.2: Energy level diagram of the dressed states of the three-level ladder-type atom at
two-photon resonance (6 = 0), with all possible transition paths shown.

These dressed states, as depicted in Fig. 7.2 with uncoupled atom-field states, open up several
more decay channels than the two-level atom. We expect, in fact, seven different possible

frequencies to appear in the fluorescence spectrum:

G0 = wa, (7.15a)
Wil =wq + (wm —wi), (7.15b)
W2 = wq = (Wy — W), (7.15¢)
Wiz =wg + (wy —wy) - (7.15d)

While the dressed states of the three-level atom are more complex, we are still able to derive
expressions for first- and second-order correlation functions in the secular approximation for
the various different dressed state transitions. Assuming a large separation between the dressed

state frequencies, in the limit 2 > I', we derive moment equations for a set of dressed state
operators (w;j = w; — wj):

d Cum . d Tum .
um\ __ wmn Em , umy\ __ » um , .1
—dt(o’_ ) = < 5 + iw )(O‘ ) dt<U+ >——< —iw m> (™) (7.16a)

2
d ml\y _ % . ml d mly @ . ml
&<0 ) = < 5 +zwml> (™, % (o) = 5 Wmi (o), (7.16b)
d uly M . ul d uly L 3 ul
£<07> = < 5 + Zwul> (o™, g (of) = 5 (o), (7.16¢)

and

) () e
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where

o =|m) (ul, Y™ = |u)(m|, (7.18a)
o™ =l (m|, o= |m) (7.18b)

o =) (ul, oY =|u) (7.18¢)
Omm = [m) (M|, oy = [u) (ul (7.184)

are the dressed state operators. For more details of the derivation, definitions of the decay
rates, I';;, and the evolution matrix and nonhomogeneous vector, M and B, please refer to
Appendix D.

Analytic expressions can easily be derived for the raising and lowering operators in Eq. (7.16),
due to their uncoupled nature. The first-order correlation functions then resemble Egs. (5.63),
in that they are simple exponential functions. The resulting power spectra in the dressed state
approximation, for all but the central frequency term, can derived be as Lorentzians.

Unfortunately, the dressed states and their corresponding frequencies for the three-level
atom, Egs. (7.13) and (7.12), are not simple expressions, even when considering two-photon
resonance. We therefore generalise the second-order correlation function, by considering two

dressed state transitions, labelled “1” and “2”, with initial and final states labelled “i” and “ f”,
1) — Dy, 12 —12);, (7.19)
and corresponding dressed state operators, from Eqs. (7.18),
01 = |1>fz‘<1|a 02 = |2>fi<2|' (7.20)

Using the quantum regression equations, Eq. (3.47b) in particular, the second-order two-time

correlation function for the two dressed state transitions is then defined as

@) (01(0)0]o1 (7)1 (0))ss

Gauto(T) = ) 7.21
a to( ) <UJ1FU1>§S ( )
or, for a general two-transition case,
T |
o2 (m) = 1010020201 O)ss (7.22)

<0'J1ro-1>ss <0';0'2>ss

As an example, we consider one of the dressed state transition frequencies, Eqs. (7.15), w41 =

wq + (wm —wyp). This frequency is the result of the dressed state transition |m) — |l), with

l

dressed state operator ¢™. The normalised auto-correlation function for this dressed state

transition is then given by

(o (0)o M o™ (7)™ (0)) s

(T,

@) (1) =

gu_;+1

(7.23)
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Figure 7.3: Incoherent power spectrum of the driven three-level atom for weak, /T" = 0.01
(left), and strong driving, ©/I' = 40.0 (right) strengths. The other parameters are a/I' =
—120.0,6/T = 0.0, and & = 1.0.

For the other transition frequencies we have:

ul ul ~ul ul
@ _ (07(0)0F 0 (7)o" (0))ss
g(:)() - (U?laglﬁs ) (7.24&)
(a2 (0)a ™™ (7)™ (0))ss
9D = <0um;um>2 L : (7.24b)
+ /ss
O.ul 0 O.ulo.ul T O.ul 0 ss
géi)s _ (c(0) ul+§l) +( ))s (7.24¢)
(o¥ol)is

where o = |u) (u| — |1) (I|. These correlation functions can be computed numerically and, as

in Chapter 6, will be what we compare against the frequency-filtered correlation functions.

7.2.2 Atomic fluorescence spectrum

We define the normalised first-order correlation function for the three-level ladder-type atom

as
W)y _ (4 (0)E(7))ss
g5 (T) = , 7.25
( ) <Z+Z—>ss ( )
such that the coherent and incoherent components of the power spectrum are:
Sean(w) = T /OO T ) s (B ) sed (7.264)
coh = or <E+E—>ss . +/8s\&—)ssUT, .
1 1 R
inc - wT AZ AE_ d . 2 b
Suc) = -r | €T ARL (AT (M)dr (7.260)

For weak driving amplitudes, (2 < I', the dressed states of the atom are mostly degenerate.
The only de-excitation path available to the atom, then, is via a cascaded decay; the first decay

emission from |f) to |e) by emitting a photon of frequency wy¢., followed by a decay from |e) to
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lg) with a photon of frequency wey. We see this in the power spectrum as two separate peaks
at wg £ /2 in Fig. 7.3. As the drive detuning increases, the frequency separation between the
two peaks will decrease. As the drive detuning approaches single-photon resonance, that is, the
frequency of the drive field is resonant with the lower dipole transition, wg = weg, the incoherent
power spectrum will resemble that of the resonantly driven two-level atom.

As the driving strength increases, we see two structures appearing; these are shown for three
different values of the dipole moment ratio, &, in Fig. 7.4. The two sidebands each shift away
from the single-photon frequencies due to a Stark shifting of the energy levels [121, 122]. The
single-photon peaks also split into doublets, and are separated by the dressed state frequency
|wi|. Meanwhile, a central triplet also emerges around the two-photon resonance frequency.
This triplet is similar to the Mollow triplet, and can in fact be found in two-level atoms driven
at two-photon resonance [123]. Each peak of the incoherent power spectrum is labelled with
the appropriate frequency, Eqs. (7.15), in Fig. 7.3.

Figures 7.5a - 7.5¢ show the effect that different dipole moment ratios have on the structure
of the incoherent power spectrum. When & = 1 there is an equal driving amplitude for both
dipoles, as well as an equal decay rate. This is reflected in the completely symmetric incoherent
power spectrum, Fig. 7.7b, where each pair of spectral peaks, @4;, have the same height. When
& # 1, the power spectrum becomes asymmetric, with certain peaks being suppressed. In
Fig. 7.5a, £ = 0.5, we see the left sideband of the central triplet is much smaller than the right
sideband, with frequencies corresponding to the upper dipole transition. With a lower moment
ratio, the driving amplitude and the decay rate of the upper dipole is weaker than the lower
dipole transition. We can then expect to see fewer transitions originating from the upper dipole

transition, and thus lower intensities for the respective peaks in the incoherent power spectrum.

7.2.3 Atomic photon correlations

Following on from the first-order correlation function, we introduce the normalised second-

order correlation function for the three-level atom:

(E4(0)X4 X (1) (0))ss
<E+E*>gs

92 () = (7.27)
As we saw in Chapter 5, photons emitted from a two-level atom are always perfectly anti-
bunched, due to the finite time between a photon being emitted and the atom being re-excited.
For the three-level atom, the atomic lowering operator, >_, is a combination of the lowering
operators for the two dipoles that make up the three-level atom, therefore an emission detected
by a photon detector, with the operator ¥_, can be from either the |f) — |e) transition, or the
le) — |g) transition.

In the low driving regime, the cascaded decay that gives rise to the two distinct peaks in the
power spectrum, in Fig. 7.3, results in strongly bunched photons. When a photon is emitted
from the upper dipole, another photon must follow it for the atom to completely de-excite to the
ground state. Thus, detecting a first photon at time 7 = 0, there is a much higher probability of
detecting another photon immediately after. Decreasing the driving amplitude, as in Fig. 7.6,

we see that the initial correlation value increases. For weaker and weaker driving amplitudes,
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Figure 7.4: Normalised incoherent power spectrum of the three-level atom at two-photon
resonance, = 0, as a function of the driving amplitude, €2, for £ = 0.5 (a), £ = 1.0 (b), and
¢ = 1.5 (c¢). The anharmonicity is a/T" = —120.
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Figure 7.5: Normalised incoherent power spectrum of the three-level atom at two-photon
resonance, §/I' = 0, for £ = 0.5 (a), £ = 1.0 (b), and £ = 1.5 (¢). The other parameters are
/T =40 and /T = —120.
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Figure 7.6: Unfiltered photon correlations, gsi (1), of the three-level atom at low driving
amplitudes: Q/T" = 0.1 (blue), 0.3 (orange), 0.6 (green), and 1.0 (red). The other parameters
are a/I' = —120.0,6/T = 0.0, and & = 1.0.

two-photon absorption events become more and more infrequent, and thus the time between
emissions grows. As a photon of frequency w., will always follow a photon of frequency wye,
the “bunching” of the photon pairs becomes more distinct, hence a large initial value. There
are also weak, yet visible, oscillations appearing in the correlation function with frequency |a|/2
(Ref. [118], Section 6.2.1), due to the two different frequencies of photons detected.

Moving into the strong driving regime, specifically Q/I" = 40, we see a considerable change in
the nature of the photon correlations. Figure 7.7 shows the correlation functions for three values
of the dipole moment ratio: £ = 0.5, 1.0, and 1.5. Even in the strong driving regime, we still see
the small oscillations, however they are of frequency |wg + wy|. There is also a much stronger
component oscillating at the dressed state frequency |wy + wi|; this is the frequency separation
between the sideband doublets and the sidebands of the central triplet. Another important
distinction is that the time it takes for the correlations to decay to unity is dependent on &; for
smaller values of &, the correlation functions take much longer to reach their steady state. This
is to be expected as the rate at which the |f) state decays to |e) is 2T, therefore a lower dipole
moment ratio will result in a longer expected time between photons emitted from the upper
dipole than the lower dipole.

The dipole moment ratio also appears to affect the initial correlation value. With a small
dipole ratio, £ = 0.5 in Fig. 7.7a, most of the steady-state atomic population will be in either
the ground state |g) or the excited state |f). Hence, when a photon is detected at 7 = 0,
the population will shift to the intermediate state, |e), which has a high probability of decay,
resulting in bunched photons, ¢(®(0) > 0. We then see, as ¢ increases in Figs. 7.7b and 7.7c,
that the initial value decreases. In contrast to the lower dipole moment ratio, if £ > 1, the
atomic population will mostly be in the ground or intermediate states. Therefore, following a
photon detection, the atom will likely be in the ground state, and thus there is a low probability

for another detection to occur immediately, resulting in a lower initial correlation value.
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Figure 7.7: Second-order correlation functions of the three-level atom in the strong driving
regime, 2/I' = 40, for three dipole moment ratios: £ = 0.5 (a), 1.0 (b), and 1.5(c). The other
parameters are «/T' = —120 and ¢/T" = 0.0
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7.3 Multi-Mode Array Filtered Three-Level Atom Fluorescence

We have thus far summarised some of the key results that make the three-level ladder-type
atom an interesting system. Following on from Chapter 6, we now investigate the atom through
the lens of the multi-mode array filter. In doing so, we will demonstrate once again that the
multi-mode array filter offers better performance than the single-mode Lorentzian filter, with
regards to isolation of individual peaks in the fluorescence, while also verifying the dressed state
picture for the three-level atom.

We therefore cascade the fluorescence emitted by the three-level atom into the multi-mode

array filter, as described by the Hamiltonian is

Q
= —h (5 +0) le) (el = 28 |f) (f] + hoy (S- + )
N i N
+h Z ija;-aj + 0} Z (Ej’fajZJr - E}a}iL) , (7.28)
=N =N
where
Aw; = (wo + jow) — wq, (7.29)

is the frequency detuning of the j*" mode from the atomic driving frequency, with mode fre-

quency spacing dw, and
T "
&=1/3 N’i eI/, (7.30)

is the mode-dependent coupling, as in Eq. (4.18). The master equation describing this system

is then

dp 1

N
TR Z (2a]pa a;f»ajp - pa;r»a])

w\v—* w\;x

(20 pCl = ClCip - pClcy) (7.31)

with cascaded decay operator:

/ I Tmjm

We follow on from the two-level atom and derive a set of coupled moment equations for
the coupled atom-filter mode operators. The structure of the coupling is the same as with the
two-level atom, as shown in Fig. 6.2. Using these coupled moment equations, we numerically
calculate the first- and second-order correlation functions for all results presented in this section.
While not displayed here, all of the moment equations for the single-filter system, as well as
the equations for solving the first- and second-order correlation functions, can be found in
Appendix E.

Unless otherwise stated, the results presented in this section are calculated in the strong driv-
ing regime at two-photon resonance, with fixed parameters Q/T" = 40.0,a/T" = —120.0,5/T" =
0.0, and £ = 1.0.
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Figure 7.8: Frequency-filtered incoherent power spectrum of the central peak of the three-
level atom, Awp = 0, for the multi-mode array filter (blue, solid), with Ndw/T" = 6.0, and the
single-mode filter (orange, dashed), with x/T" = 6.0. The filtered spectra are compared against
the full atomic spectrum (grey, dotted). The multi-mode array filter parameters are N = 80
and kK = 2.56w.

7.3.1 Frequency-filtered incoherent power spectrum

As in the previous chapter, the normalised first-order correlation function for the multi-mode
array filtered three-level atom is
t
(1) (AT(7)A(0))ss 7
=X )Ss .33
gﬁltered(T) <ATA>ss ’ ( )
and, using the definition of the quantum fluctuation operators, Eq. (5.39), the incoherent power

spectrum of the filtered fluorescence is given by

oo
Sine(w) = 217er4>55 / N T (AAT(T)AA(0))ssdT. (7.34)

Figures 7.3 - 7.5 have shown us that the unfiltered incoherent power spectrum of the three-
level atom is much more complicated, and indeed more interesting, than the simple two-level
atom. In the strong driving regime, the sideband doublets and the central triplet are well
separated, yet the separation between each peak of the triplet and doublets is the dressed state
frequency wy, Eq. (7.12¢).

Figures 7.8 and 7.9 show comparisons of the frequency-filtered incoherent power spectra
of the single- and multi-mode array filters when resonant with each of the seven peaks. The
filter halfwidths for both the single- and multi-mode filters are chosen such that the fullwidth
encompasses the entire peak of interest, and thus is set to x/I" = 6 for the single-mode filter, and
Now/T' = 6 for the multi-mode filter, with N = 80 and dw/I" = 0.075. For the chosen atomic
parameters (2/T" = 40, a/I' = —120,6/T" = 0,& = 1), the frequency separation of the split peaks

is, from Eq. (7.12¢), w;/T" & 11. This relatively close spacing results in some inevitable overlap
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Figure 7.9: Frequency-filtered incoherent power spectrum of the side peaks of the three-level
atom, Awy = @11 (a), w1o (b), and wis (c), for the multi-mode array filter (blue, solid), with
Now/T' = 6.0, and the single-mode filter (orange, dashed), with x/I" = 6.0. The filtered spectra
are compared against the full atomic spectrum (grey, dotted). The multi-mode array filter
parameters are N = 80 and xk = 2.50w.
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Figure 7.10: Frequency-filtered incoherent power spectrum of the central triplet, Awy/I" = 0.0
(a), and right triplet, Awy/I' = 77.0 (b), of the three-level atom for the multi-mode array filter
(blue, solid), with Néw/I' = 30.0, and the single-mode filter (orange, dashed), with x/T" = 30.0.
The filtered spectra are compared against the full atomic spectrum (grey, dotted). The multi-
mode array filter parameters are N = 80 and k = 2.50w.



7.3 Multi-Mode Array Filtered Three-Level Atom Fluorescence 113

between the peaks, making it difficult to isolate a target frequency entirely. We do see, however,
the sharp cut-off in the frequency response of the multi-mode array filter playing an effective
role in suppressing non target frequencies, just as we saw in Section 6.2.

The sharp frequency cut-off of the multi-mode array filter also allows us to correlate photons
originating from the side doublets or the central triplet. To filter these frequency structures,
we require a much larger filter halfwidth such that the entire doublet or triplet is enveloped by
the frequency response. For a single-mode Lorentzian filter, larger filter halfwidths have even
longer tails, easily allowing photons of other frequencies to enter. Figures 7.10a and 7.10b show
the filtered incoherent spectra — on a logarithmic scale — when tuned to the central triplet and
right doublet, respectively. For the respective spectral structure of interest, we see that both
the single- and multi-mode filters accurately recreate the atomic spectrum. While the multi-
mode array filter (blue) does not perfectly reject the other frequency peaks, the non target
frequencies are approximately three orders of magnitude weaker than for the single-mode filter
(orange, dashed). We also clearly see the sudden decrease in intensity of the multi-mode array
filter around the filter halfwidth, Néw/I" = 30.

7.3.2 Auto-correlations

We now look towards the frequency-filtered second-order correlation functions of the filtered
three-level atom, where, as in Eq. (6.10), the second-order correlation function for the multi-

mode array filter is
2y = AOATAT AQ)
filtered <ATA>§S :

(7.35)

Given that the multi-mode array filter has a much sharper frequency response, we can allow
for much wider halfwidths than the single-mode filter. We wish to present results comparing
the optimal case for the single-mode filter against the optimal case for the multi-mode filter.
Therefore, for the results presented in this section, we choose values of the filter halfwidth —
k/T for the single-mode and Now/I" for the multi-mode array — such that resulting frequency-
filtered auto-correlation closely matches the ideal dressed state correlation. The optimal filter
halfwidths were chosen by investigating the mean difference between the filtered correlation
functions and the dressed state correlation functions, Eq. (6.24), as we did for the two-level atom
in Section 6.3.1, and choosing the halfwidth corresponding to the smallest mean difference.

Considering first the weak driving regime, with Q/T" = 5, the atomic spectrum consists of
two peaks, Fig. 7.3, corresponding to consecutive emissions from the upper and lower dipoles.
We therefore expect each individual emission to be antibunched, for the same reason that the
two-level atom is. With the large frequency separation of |a| between the two emission peaks,
we set a large filter halfwidth for the multi-mode array filter. Figure 7.11 shows that these
transitions are indeed antibunched, with an initial correlation value of 3.57 x 10~* for the
multi-mode array filter (blue), and 3.32 x 1072 for the single-mode filter (orange, dashed).

Increasing the driving strength to ©/I' = 40, we are now able to investigate the correlation
functions of the dressed state transitions. From the dressed state picture, Fig. 7.2, we see the
only cascaded decay of the same transition is for the central frequency, &g, and thus we expect

to see antibunched correlation functions for all side-peaks of the dressed state transitions. This
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Figure 7.11: Frequency-filtered auto-correlation of the right peak, Awg/T" = 60, of the three-
level atom in the weak driving regime, 2/I' = 5. The multi-mode array filter (blue, solid) has
an effective halfwidth of Ndw/I' = 20.0, and the single-mode filter (orange, dashed) has an
halfwidth of x/I' = 1.0. The other filter parameters are N = 80, dw/I" = 0.25, x/I" = 0.625, and
m=1.

is reflected in the dressed state and the frequency-filtered correlation functions in Fig. 7.12,
for each of the non-central peaks. Once again, the multi-mode array filter shows its improved
frequency isolation over the single-mode filter where, in Figs. 7.12a - 7.12c¢, the faster oscillations
have almost been entirely rejected by the multi-mode array filter.

In the two-level atom, interference between the two decay paths, |u) — |u) and |d) — |d),
caused photons from the central peak of the Mollow triplet to be second-order coherent. For the
three-level atom, however, the photons of the central peak appear to be bunched, as shown in
Fig. 7.13a. From Fig. 7.2, any |u) — |u) or |d) — |d) transitions can be immediately followed by
another. There are, however, two other possible decay paths available if starting in the upper
dressed state |u): |u) — |u) — |m) and |u) — |u) — |d). These two pathways, as well as the
interference between the |u) — |u) and |d) — |d) transitions, are most likely why the bunching
for the filtered central peak is not very strong.

Looking now at the central triplet and the sideband doublets as a whole, we are able to
calculate photon correlations from these structures more accurately using the multi-mode array
filter, just as we filtered the spectrum in Fig. 7.10. In Figs. 7.13b and 7.13c, we compare the
single- and multi-mode filtered correlation functions. We see, once again, that the multi-mode
array filter is able to isolate the target frequencies more accurately; the faster oscillations visible
in the single-mode filtered correlation functions (the orange curves) have been rejected by the
multi-mode array filter. The slower oscillations seen in both is caused by the beating between
the frequencies of the two or three peaks of the doublet or triplet, which is exactly the dressed
state frequency w;/27.

We should note, however, that there are some key differences between the single-mode

and multi-mode filtered results. In Fig. 7.12a, neither the single-mode or multi-mode filtered
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Figure 7.12: Frequency-filtered auto-correlation functions of the multi-mode (blue) and single-
mode(orange) filtered first (a), second (b), and third (c) peak of the atomic spectrum, as labelled
in Fig. 7.3. The frequency-filtered correlation functions are compared against the dressed-state
correlation functions (grey, dotted). The other parameters are Q/T" = 40.0, N = 80, 0w/’ =
0.075, k/I" = 0.1875, and, for the single-mode filter, x/I" = 6.0.
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Figure 7.13: Frequency-filtered auto-correlation functions of the multi-mode (blue) and single-
mode (orange) filtered central peak (a), central triplet (b), and right doublet (c¢) of the atomic
spectrum. We compare the central filtered correlation function in (a) against the dressed state
correlation function (grey, dotted). The other parameters are N = 80 and m = 1.
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correlation functions match the dressed-state result particularly well. For the given atomic
parameters, the target transitions, at frequency 4+w; ~ +11.23, are much weaker than the
dominant central peak. Thus, it is difficult to completely filter out the central frequency.
Figures 7.12b and 7.12¢, on the other hand, show a better initial correlation value for the
single-mode filter over the multi-mode array filter; for both peaks the single-mode filtered initial
correlation value is slightly closer to zero. This is, however, due to the wider frequency response
of the single-mode filter, such that both the @49 and @43 peaks are covered by the Lorentzian
frequency response. As we saw in Fig. 7.13c, when detecting photons from either frequency, the

resulting correlation function is nearly perfectly antibunched.

7.3.3 Cross-correlations of the transition peaks

To investigate the frequency-filtered cross-correlation functions, we once again split the

atomic fluorescence evenly into two identical filters, as in Section 6.4, such that Hamiltonian is
Q
= —h (5 +9) le) (el = 2081f) (] + hoy (S + )

N

+h Z Aw o i+ 2h Z (S;G)*ajEJr—E](a)a;E,)
j=
N

N
ih .
-+hj§;VAaJ blb; + 2J§;V(5p)b§h"_g@h§2‘)’ (7.36)

where, as stated in Section 6.4,

Aw](- 9 = < (a) + jow® )> — Wy, Aw](-b) = (w(()b) +]5w(b)> — Wd, (7.37)

are the frequency detunings, and

g(a) — F’k"‘a €imj7r/N (c/'(b) _ Fﬁb

— imjm /N
2 (2N + 1) % 2N +1)° ' (7.38)

are the mode-dependent couplings, for filters A and B, respectively. The master equation for

the two-filter three-level atom cascaded system is then

N
dp 1 K
E:%[H’p] ?a Z <2ajpaT aTaJp paTaj>

J
1 wﬁ (@ ~(a) @ ~(a)
5 < C] C’ p— pC C]

+2 j{: (26,00} — bbjp — pbit;)

j=-N

1
. <gc;b>pc;b>* —eWe®, pc;bﬂc;w) , (7.39)
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Figure 7.14: Frequency-filtered cross-correlation of the wy, and wey peaks in the low driving
limit, /I" = 5. The horizontal dashed line indicates the stead-state ¢ (7 — o0) = 1. We
treat both filters as identical, with dw, = dwp = dw and k, = ky = k. The other parameters
are Now/T' = 20,k = 2.50w, Aw(()a)/f‘ = 60.0, Aw(()b)/f‘ = —60.0 and, for the single-mode filters,
ka/T = Kp/T = 1.

with cascaded decay operators:

(a) F/2 imjm /N . (b _ \/1-‘7/2 imgjm /N .
C; _“72N+16 Yo+ Vkeaj, C;7 = INEil” Y_ + /kpbj. (7.40)

Following the same moment equation method as before, we are able to easily solve for two-
time cross-correlation functions. However, due to the increased complexity of the system, we no
longer expect the second-order cross-correlation function to be symmetric in time. We therefore

redefine the cross-correlation function, Eq. (6.36), as

G (a,0;8,7)
(ATA) (BT B)ss’

g(2) (a,0;8,7) = (7.41)
with
(AT(0)BTB(1) A(0))ss 0<T

G(2)(oz70;,3,7') = )
(BT(0)ATA(=7)B(0)) s 7<0

(7.42)
where, as before, o and (§ indicate the central resonance frequencies of filters A and B. The
complete set of moment equations needed to calculate the cross-correlation function for the
two-filter system can be found in Appendix F.

For the results presented in this section, we choose filter halfwidths of the single- and multi-
mode array filters such that, for a given target frequency, the auto-correlation is optimised, i.e.,
the filter halfwidth values from the previous section. This will give the largest filter halfwidth
possible for isolating the target peak, with minimal contamination from other frequencies.

Starting with the weakly driven atom, we set the two filters, in Fig. 7.14, to be resonant with

either wy. or wey, the two bare atom transition frequencies. In Fig. 7.14 we first detect a photon



7.3 Multi-Mode Array Filtered Three-Level Atom Fluorescence 119

of frequency wey and then detect a photon of frequency wy., and for 7 < 0, we have the reverse.
From the structure of the atom, Fig. 7.1, and the nature of the cascaded decay, we expect
the atom to emit an we, photon following an wy. photon and, in the filtered cross-correlation
functions, this is exactly what we see. When the first filter is centred on we4, we see strong
anti-bunching in the short-time behaviour. Unfortunately, due to the higher dimensionality
of the three-level atom, it is too difficult to derive expressions for the short-time behaviour of
the filtered correlations, as could be done for the two-level atom [27]. We can, however, see
that there are interferences between the two different time-orderings such that, for 7 < 0, the
correlation functions are initially strongly bunched. Similarly, for 7 > 0, the strong bunching is
initially diminished. While we do not have analytic expressions to compare with, these results
match those seen experimentally by Gasparinetti et al. [65].

We have already seen that, in the strong driving regime, we expect to see seven different
frequencies appearing in the power spectrum; this gives 49 possible arrangements of cross-
correlations, including auto-correlations. We first look at cross-correlations between opposite
peaks of the power spectrum, with Awéa) = —Aw[()b). From the dressed state picture, Fig. 7.2,
we expect photons from opposite peaks to be correlated such that the total energy is conserved.
In Fig. 7.15 we cross-correlate photons from three transitions: |m) — |[) — |m) (Fig. 7.15a),
|m) — |u) — |m) (Fig. 7.15b), and |u) — |I) — |u) (Fig. 7.15¢). From the calculated dressed
correlation functions — calculated using Eq. 7.22 — we indeed see that photons of opposite
frequencies should be correlated. Just like the cross-correlated side-and-central peaks of the
Mollow triplet, however, that bunching is reduced by approximately half due to the different
time-orderings.

We now choose the resonance frequencies of our two filters to be completely different, i.e.,
correlating photons from different transitions altogether. In Fig. 7.16, each transition has been
picked such that, in the dressed state picture, cascaded decay is possible in one direction, but
impossible in the other direction. In Fig. 7.16a we target the Wy and @_3 peaks. If detecting
an @41 photon first, the expected dressed state decay path is |m) — |l) — |u) which, from
Fig. 7.2, is an allowed transition. Decaying in the opposite direction, however, is impossible, as
both transitions have different initial and final states states: |I) — |u) and |m) — |I). Similarly,
for the other target frequencies in Fig. 7.16 we have: wy and w_o with respective transitions
|u) — |u) and |m) — |u) (Fig. 7.16b); and w49 and @43 with respective transitions |u) — |m)
and |u) — |l) (Fig. 7.16¢).

The cross-correlations presented in Figs. 7.15 and 7.16 all show similar “short-time be-
haviour” to the two-level atom, as discussed in Section 6.4.2. Due to the increased complexity
of the additional dipole transition of the three-level atom, there are no analytical expressions
for the short-time behaviour with which can compare our results. We can, however, make qual-
itative comparisons based on the expected behaviour, as described by Schrama et al. [26, 27].
For the cross-correlations of opposite peaks, Fig. 7.15, we see a dip in the centre, at 7 = 0.
This behaviour is most likely the same behaviour we saw with the cross-correlated side-peaks
of the Mollow triplet, Fig. 6.19b, where the time-ordering of the two transitions cannot be de-
termined by the two filters, and thus the correlation is diminished. For the cross-correlations

in Figs. 7.16a and 7.16b, where there is strong correlation in one direction and anti-correlation
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Figure 7.15: Frequency-filtered cross-correlations for opposite fluorescence peaks: @41 (a, b),
@49 (¢, d), and w1 (e, f), in both directions. The correlations are filtered with the multi-mode
array filter (N = 80) (blue, solid) and the single-mode filter (orange, dashed). The frequency-
filtered correlation functions are compared against the dressed-state correlation functions (grey,
dotted). We treat both filters as identical, with dw, = dwp = dw and Kk, = Kk = k. For the
multi-mode array filter, k = 2.50w and m = 1.
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Figure 7.16: Frequency-filtered cross-correlations for different combinations of fluorescence
peaks: @i and w_3 (a, b), @y and wi3 (¢, d), and w43 and @_3 (e, f), in both directions.
The correlations are filtered with the multi-mode array filter (N = 80) (blue, solid) and the
single-mode filter (orange, dashed). The frequency-filtered correlation functions are compared
against the dressed-state correlation functions (grey, dotted). For the multi-mode array filter,
Ka/0wq = Kp/owp = 2.5 and m = 1.
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Figure 7.17: Frequency-filtered cross-correlation of the two side-doublets, with Awéa) /T =770

and Aw[()b) /T = =77.0, for the multi-mode array filter (blue, solid) and the single-mode filter
(orange, dashed). The other parameters are N = 80, k, = 2.50wq, kp = 2.50wp.

in the opposite, the initial filtered correlation appears to tend towards the midpoint

Interestingly, we see that some of these cross-correlations are not symmetrical. In fact,
depending on the ordering of the photon detections, large oscillations appear in the cross-
correlation; this is especially prominent for the single-mode filtered correlation functions for
7 > 0 in Figs. 7.15a and 7.16b, and for 7 < 0 in Figs. 7.15b and 7.15c. We notice that this
generally occurs when the first conditional detection is of a photon of the lower transition of a
cascaded decay. For example, for 7 < 0 in Fig. 7.15¢, the first detected photon is of frequency
w43 and the second photon is of frequency @w_3. From the dressed state picture, Fig. 7.2, the
atom decays as |I) — |u) — |l); the first emission is a photon of frequency w_s, followed by
a photon of frequency @w;3. When detecting a lower photon first, w3, there is no guarantee
that the atom will decay in the same pathway; this opens up the possibility of detecting a
neighbouring frequency. Recalling that the frequency separation between the peaks of the side
doublets, as well as the separation of the peaks in the central triplet, is the dressed state
frequency wy, this could explain the large oscillations of frequency w;/27 in the asymmetrical
cross-correlations.

In Fig. 7.17 we plot the cross-correlation function between the left and right side-doublets.
Instead of choosing a smaller bandwidth such that only a single frequency is picked out, the
multi-mode array filter encompasses both peaks. Seeing as both the multi-mode and single-mode
filtered correlations appear closely matched, it seems likely that the second filter is detecting
two possible transitions at the end of a cascaded decay. Fortunately, the improved frequency
isolation of the multi-mode array filter allows for more precise frequency filtering, hence why the
multi-mode filtered cross-correlation functions are in general much smoother than the single-
mode filtered correlations when picking out a single frequency.

While this is most likely the reason for the asymmetry, we do note another potential ex-

planation. Similar asymmetrical correlation functions, with large oscillations in one direction,
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have been reported in the context of the “breakdown of detailed balance” [124-126]. In par-
ticular, Fig. 5 of Ref. [126] demonstrates the same asymmetry in the cross-correlations, where
one arrangement of cross-correlations displays much larger oscillations. In this work, however,
Marquina-Cruz et al. study the fluorescence of a three-level V-type atom, and the correlations in
Fig. 5 are, in fact, amplitude-intensity correlation functions, g% (7). It could prove interesting

to investigate these correlations in future work.

7.3.4 Cross-correlations outside of the transition peaks

We can also cross-correlate frequencies outside of the dressed state transition frequencies,
just as we did for the two-level atom in Section 6.4.3. Along the auto-correlation diagonal,
where Awéa) = Awéb), we see regions of strong antibunching surrounding the six side-peaks. If
we consider cross-correlations of frequencies far off resonance from any side-peak, say Aw(()a) /T =~
—110.0 and Aw(()b) /T &~ —40.0, we see that the resulting correlation function is approximately
second-order coherent, with ¢(®)(0) ~ 1. When the resonance of one of the filters is then shifted
to a side-peak, the destructive interference in the time-orderings causes a decrease in the initial
value. This is similar to the two-level atom when correlating photons from the central peak and
one of the side-peaks.

We also see strong bunching along the off-diagonal; indicative of the two-photon “leapfrog”
decay process discussed in Section 6.4.3. With the two-level atom, there were regions of strong
correlations where the average frequency of the two photons were equal to wy and wy £, With
the seven different dressed state transition frequencies, we see regions of strong correlations

where the average frequency is equal to wy + @;, where ¢ = 0,1, 2, 3.
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Figure 7.18: Scan of initial cross-correlation values for varying central frequencies of two
multi-mode array filters. For this figure, blue corresponds to antibunching with ¢(®(0) < 1,
red corresponds to bunching with g(z)(O) > 1, and white corresponds to second-order coherence
with g(®(0) = 1. The parameters are Ndw,/T' = Néwy/T' = 4.0, and K, /0wy, Ky /dwy, = 2.5.
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8 Conclusion

We will begin with a summary of topics and ideas introduced in this thesis. In the first
part of this thesis, Part I Quantum Optics and Filtering, we focused on introducing some
of the key concepts used throughout the thesis. In Chapter 2 we summarised key principles
of quantum mechanics and, using these principles, quantised the electromagnetic field as a
collection of harmonic oscillators. In Chapter 3 we then introduced a method for calculating
quantities of lossy quantum systems. Using the Markov and Born approximations, we derived
the Lindblad master equation for a damped harmonic oscillator. Using the Lindblad master
equations, we then introduced the quantum regression equations, offering a simple method with
which to calculate first- and second-order correlation functions. Finally, we introduced quantum
cascaded systems theory, allowing us to model the output of one quantum system as the input
of another quantum system.

In Chapter 4 we discussed the Fabry-Pérot interferometer, one of the most common methods
of frequency filtering in a classical optical setting. By using the transfer matrix method, we
derived an analytical expression for the transmission spectrum. In general, the Fabry-Pérot
interferometer supports an infinite number of modes, and therefore frequencies. We therefore
showed that, under the right conditions, the single-mode approximation, and thus the quantum
model, of the Fabry-Pérot interferometer was valid. We then expanded the quantum model
by allowing for an array of single-mode cavities, resulting in the novel method of this thesis:
the multi-mode array filter. Under a delta-function impulse driving, we derived an analytic
expression for the temporal response of the multi-mode array filter, Eq. (4.23), and found it to
be a positive-sided sinc function. We then derived a semi-analytical expression for the frequency
response of the filter under continuous driving. By choosing the correct set of parameters, we
could tune the frequency response of the multi-mode array filter to approximate a rectangular
filter. We compared the frequency response of the multi-mode array filter against that of a
single-mode Lorentzian filter for a range of parameters, demonstrating that the multi-mode
array filter can achieve much wider bandwidths, with a sharper response cut-off, than a single-
mode filter.

In Part IT Resonance Fluorescence, we then investigated two source systems that serve as test
cases for the multi-mode array filter. Starting with Chapter 5, we introduced the first of these
systems: the resonantly driven two-level atom. We began by deriving a mathematical model of
the radiatively damped two-level atom interacting with a driving field in terms of the pseudo-
spin Pauli operators. Using these operators we introduced the optical Bloch equations, providing
a simple set of three coupled moment equations that allowed us to easily calculate any quantity
of interest. We then derived expressions for the atomic dressed states, and showed that, when
strongly driven, transitions amongst the dressed states resulted in a three-peaked fluorescence
spectrum known as the Mollow triplet. We then introduced the second-order correlation function

as the quantum mechanical analogue of intensity correlation functions, as well as the definitions
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of bunched and antibunched light. Finally, we derived expressions for second-order correlations
functions for each frequency component of the Mollow triplet in the secular approximation.
These expressions would then be used to compare against the frequency-filtered correlation
functions in Chapter 6.

Having laid the foundations of the first source system, we moved onto the main goal of
the thesis: calculating frequency-filtered photon-correlations. By cascading the fluorescence into
the multi-mode array filter, we ensured that the presence of the filter had no effect on the
evolution of the atom. This allowed us to derive a closed system of coupled moment equations,
up to the fourth-order in filter operators, resulting in an effective method for calculating filtered
photon correlations. This proved extremely beneficial as the large dimensions of the atom-filter
composite system made solving the master equation computationally difficult; the two-level
atom, with excited and ground states |e) and |g), are coupled to 2N +1 individual cavity modes,
each with their own infinitely large Fock basis. Instead, we could obtain exact solutions for the
operator averages without needing to truncate the Hilbert spaces. The lack of back-action of
the filter on the evolution of the atom also provided a simple structure to the coupled moment
equations, where higher-order terms were only dependent on lower-order terms. Calculations,
both analytical and numerical, were therefore easier to perform.

Using the derived semi-analytical equation, Egs. (6.21) and (6.22), we calculated frequency-
filtered first-order correlations, and the subsequent frequency-filtered power spectra for the
single- and multi-mode array filtered two-level atom. We compared the two filtering methods
for varying halfwidth and demonstrated that the multi-mode array filter could reject non-target
frequencies much more effectively than the standard single-mode filter. We then presented
numerical calculations of frequency-filtered auto-correlations, when resonant with the central
or right peak of the Mollow triplet. From the expressions derived in the secular approximation,
we expect the ideal filtered correlation functions to be completely smooth. We saw that the
multi-mode array filter produced much smoother correlation functions than the single-mode
filter, once again owing to its improved frequency isolation. We compared the mean difference
between the filtered and dressed-state correlation functions of the single- and multi-mode array
filters for varying halfwidth and phase and showed that the multi-mode array filter produced
more accurate filtered auto-correlations for larger filter bandwidths.

Due to the simplified computations of the moment equation method, we were able to easily
introduce a second frequency filter in order to calculate frequency-filtered cross-correlations.
We found, however, that the frequency-filtered cross-correlations did not accurately represent
the correlation functions derived in the secular approximation. As it turns out, interferences
between the time-orderings of the different transitions had a significant effect on the resulting
correlation functions. We therefore compared the numerical results to expressions derived by
Schrama et al. for the “short-time behaviour” [27]. The difference in the short-time behaviour
and the dressed state correlation functions gave rise to interesting areas of correlations, as we
saw in Section 6.4.3. By calculating the initial value of the cross-correlation function for varying
frequency detunings, we found regions of strong correlations corresponding to “leapfrog decay”
processes, i.e., simultaneous two-photon decay from the atom’s dressed states. The multi-mode

array filter showed more clearly defined regions of correlations due to its improved frequency
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isolation.

Finally, in Chapter 7, we increased the complexity of the source subsystem and investigated
the fluorescence of a three-level ladder-type atom driven at two-photon resonance. The addi-
tion of an extra dipole transition in the ladder structure resulted in a more intricate dressed
state level structure. For a weak drive field, the fluorescence spectrum displayed two peaks,
corresponding to transitions amongst the bare atomic states. When strongly driven, we saw
the fluorescence spectrum split into seven distinct peaks; the two single-photon transition peaks
split into doublets, and a central, Mollow-like triplet emerged. We derived expressions for the
dressed states at two-photon resonance, and used them to derive semi-analytic expressions for
dressed-state correlation functions in the secular approximation. Unfortunately, the increased
complexity of the three-level atom limited our ability to derive explicit expressions for these
correlation functions.

Operator moment equations were also derived for the three-level atom, which were governed
by an eight-by-eight matrix. While this is larger than for the two-level atom, the structure
of the atom-filter coupled moment equations was the same, thus we were again able to derive
a complete set of moment equations for the filter operators. We then presented numerical
calculations of frequency-filtered first- and second-order correlation functions for the filtered
three-level atom. The varying heights of the seven transition peaks in the fluorescence spectrum
made for a more trying example for the multi-mode array filter; particularly for the closely
spaced peaks of the central triplet. It was shown, however, that the multi-mode array filter
still made for a more accurate frequency filter. We then introduced a second frequency filter,
and presented numerical results for frequency-filtered cross-correlations. Unlike the two-level
atom driven at resonance, we do not expect cross-correlations of different transition frequencies
to be symmetric about zero time delay. We therefore introduced the two-time correlation
function for positive and negative time delay. When targeting opposite transition frequencies
(with respect to the frequency of the driving laser), we found strong cross-correlations in close
agreement with the long-time behaviour from the secular approximation. As the multi-mode
array filter allows for larger filter halfwidths without compromising frequency isolation, we once
again saw much smoother filtered correlation functions than the single-mode filtered results.
Cross-correlation functions for different transition frequencies were presented, with the resulting
long-time behaviour closely matching that of the secular approximation. While we do not have
expressions for the short-time behaviour of the filtered correlations of the three-level atom, the
results presented aligned with the underlying theory as discussed by Schrama et al. [27].

Following on from the two-level atom, the improved frequency response of the multi-mode
array filter allowed us to uncover a rich landscape of interesting correlations for varying fre-
quency detuning. Much like the two-level atom, there are various regions of strong correlations
corresponding to two-photon leapfrog decays. The multi-mode array filter also allowed us to
explain the large, asymmetrical oscillations present in some of the cross-correlation functions.

We have thus introduced, and investigated, an improved method for calculating frequency-
filtered photon correlations with the multi-mode array filter. With both the two- and three-level
atom, frequency-filtered power spectra and second-order correlation functions were compared

against a standard Lorentzian filter with markedly improved results. This is due to the ap-
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proximately rectangular frequency response of the multi-mode array filter, allowing for much
larger filter bandwidths, and thus temporal response, without sacrificing frequency isolation.
However, it is not necessarily a simple method to implement. A large number of modes N are
required for the frequency response to better approximate a sinc filter, resulting in a very large
Hilbert space. We were able to circumvent this issue by solving for the correlation functions
with the moment equations, a novel approach on its own. For the two systems presented in this
thesis, we were able to derive a closed set of moment equations that described the evolution of
the source system. Unfortunately, not all systems can be described by a closed set of moment
equations. Therefore a master equation approach is needed for such systems.

Finally, we have defined the construction of the multi-mode array filter with the goal of
modelling a physically realisable system. The multi-mode array filter could be then realised in
an experimental setting, offering an improved method for measuring frequency-filtered photon
correlations. The improved frequency isolations means that the multi-mode array filter could
potentially be more effective at isolating highly correlated photon pairs for use in interferometry,
as in the work by Peiris et al. [32]. The box-type frequency response would also allow for more
fluorescence to be captured by the filter, thus improving visibility of interference fringes.

Another system of interest that can produce interesting physics when frequency filtered is
the degenerate parametric amplifier. This driven non-linear system produces correlated photon
pairs, yet as a degenerate system the output spectrum is simply a single Lorentzian. By finely
filtering photons from within the spectral shape, we can produce non-degenerate photons from
a degenerate source. The sharper frequency response of the multi-mode array filter would allow
for a much finer selection of entangled photons, and thus be worthwhile system for further

exploration.
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Here we present all of the operator moment equations needed to calculate first- and second-

order correlation functions for the multi-mode array filtered two-level atom. We first show the

moment equations, as derived from Eq. (6.6). These are then followed by the coupled equations

for both the filtered first- and second-order correlation functions.

The Fortan90 code used to numerically calculate these equations can be found at the fol-

lowing Github repository: github.com/jnga773/multi-mode-filter.

A.1 Moment Equations

We write these coupled moment equations in matrix form, where we use the notation
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A.1.3 First-order: Filter / Atom
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A.1.6 Third-order: Filter
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A.2 Filtered First-Order Correlation Function

The first-order correlation function for the filtered output field is given by

N
GO (t, )= (At +1)A Z Lt +7)A(t)). (A.14)

We use the quantum regression equations to solve for this with the following moment equations:
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We solve these differential equations with the initial conditions at 7 = 0,
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A.3 Filtered Second-Order Correlation Function

The second-order correlation function for the filtered output field is given by

N
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We use the quantum regression equations to solve for this with the following moment equations:
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We solve these differential equations with the initial conditions at 7 = 0,
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While we can numerically calculate the frequency-filtered first-order correlation function

from the two-time correlation functions, Eqgs. (A.15), we will instead work from the original

moment equations, Egs. (6.17a) and (6.17¢), and derive expressions in terms of the initial

conditions and steady states of the moment equations.

B.1 Analytic Solutions to The Moment Equations

Restating Eqgs. (5.27) and (5.28), the Bloch equations in matrix form are

d
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Q
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B.1.1 General solution to the homogeneous equation

The general solution for the homogeneous equation (B = 0) is given by
Ac(t) = C1€>\1t’01 + CQ€>\2t1)2 + 036A3t’v3.

We then have to find the eigenvalues and eigenvectors of the matrix M (@) which are
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B.1.2 Particular solution to the nonhomogenous equation

Using variation of parameters, it can be shown for that the matrix, X (¢), will be a solution

to the differential equation
d

dt

We then assume we can find a particular solution of the form

SX(t)=MX(). (B.7)

where

= /Xl(t)B(t)dt. (B.9)

For the Bloch equations, we find the matrix to be
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which simplifies to
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B.1.3 General solution to the Bloch equations

The total solution to the Bloch equations is then
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we rearrange Eq. (B.16) to solve for the coefficients,
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B.1.4 Analytic solution of the photon creation operator
For the j'" mode, the operator average for the photon creation operator evolves as

S al) = — (s — i) dal) — £]{o4), (B.19)

where, from Egs. (B.16) and (B.18),

3y

3
(04 (1)) = CWe3t 1 2i00@ e (F4)1 i@ (30 L () (B.20)
Using the integrating factor method,

(al(t))evmidewalt — — / Ereln=ibe)l (g (¢))dt

- / [‘Sfc“)e—(Z—HiAwf)t’ ~gre@ (Frimerine)

3y —6—/i+iAwJ->t’

—5;c<3>e‘<7 — EX{oy)sse"TR 4y, (B.21)
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we find Eq. (B.19) has solution

exoM) 0?2 (3148
(@) = 7= imy o (F+9)
5 — (K —iAwj) T +6—(k—iAw;)
B (3
i . j . e (Z 5>t + 0(4)67(/471ij)t + <aJ{>857 (B.22)
T (n ide) J
where £(0s) Qe
—C: {04 )ss -y j
<a}>ss = ! = J (B23)

K — iAw; (72 4 292) (k — iAw;)’
B.2 Steady State Solutions
Here we present a brief summary of the steady states needed to calculate Egs. (6.22).

B.2.1 First-order moments

We have already derived the steady states for the Bloch equations and the first-order cavity

mode operator, <a}> ss. For the sake of clarity, we present them here again:

—iy§2
<0-*>SS = 72 + 2921 (B24a)
1y§2
(04 )ss = 224202 (B.24b)
<O-Z>SS = ’72 + 2925 (B24C)
iyQE;
j/ss — . 5 B.24d
() (72 4 292) (k + i1Aw,) ( )
B es = S B.24
(aj)ss (72 +292?) (k — iAwj) (B.24e)
B.2.2 First-order: Filter / Atom
Using the method of matrix inversion to calculate the steady state,
d -1
&<A>:MA—|—B:> (A)ss = M~ B, (B.25)
we may calculate the steady state moments of
(ajo—)ss
(ajo)ss = | (ajoq)ss | - (B.26)

<ajaz>ss
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From Eq. (A.5a), we have the evolution matrix,

— (3 + v+ iAw;)) 0 Z%
iQ —if — (v + £ +ihwj)

and nonhomogenous vector

0 0
. —Q¢
B( o) = —%gj(<0'z>ss + 1) = ’)/24‘72](22 ( Q Aw) . (B'28)
iy (v+r+HiAw;
—(aj)ss + Ei{o)ss : ’L'H'ij ’

Multiplying the inverse of the evolution matrix with this vector, we have

o) -Q%&, [92 +2 (3 +r+idwy)’ +9 (2 + HJJA%) (3+r+ z‘Awk)}
kO+)ss = .
(3 4 K+ iAwg) (72 +202) [292 +2(3+r+idw)’ +v (3 +r+ iAwk)]

(B.29)

We then have

—02¢7 [92+2(g+m—mwj)2+7(2+ y ) (gm—mwj)}

<aT-(J'_>85 _ ﬁ—zijz '
(% + & — iAw;) (v2 + 202) [292 +2(3+r—idw) +v (3 +K- z'ij)]
(B.30)
B.2.3 Second-order: Filter
Rearranging the moment equation, Eq. (A.7b), we find
—EXagoy)ss — 5k(ata,>ss
(alag)es = —2 / (B.31)

2k — i (Awj — Awy)
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Here we present all of the operator moment equations needed to calculate second-order

cross-correlation functions for the two-filter, multi-mode array filtered two-level atom. We first

show the moment equations, as derived from Eq. (6.31). These are then followed by the coupled

equations for the second-order cross-correlation functions.

The Fortan90 code used to numerically calculate these equations can be found at the fol-

lowing Github repository: github.com/jnga773/multi-mode-filter.

C.1 Moment Equations

We write these coupled moment equations in matrix form, where we use the notation

(o) (Xo )
@) = oo ], xo)=(xon)
(02) (Xo2)

d
Sley=M@)+| o |,
-
where
-1 0 ¥
M@ =1 o -1 —i¥
i —iQ) —v
C.1.2 First-order: Filter
Clag) = — (ko + 100 (a)) ~ £7(o)
3w = Ka + 1Aw; a; o),
d . o
&W;) =— (/@a - zij(- )) <a;r.> — E]( ) (o4)
d :
S5y == (w80 (by) - €7 (o),
d _ \
Sl =- (m, - zAw§b)> (o) — €9 (o)

(C.1)

(C.2)

(C.4a)
(C.4b)
(C.4c)

(C.4d)


https://www.github.com/jnga773/multi-mode-filter
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C.1.3 First-order: Filter / Atom
d 0
g laio) = M (ajo) + | —1E ((0.) +1) |, (C.5a)
—y{aj) +€7o-)
. . =367 (o) + 1)
&@;a) = Mja (ajo) + 0 (C.5b)
—y(af) + & (o)
d 0
b
3 (bio) = M bjo) + | —1P ((0.) +1) |, (C.5¢)
—{bj) + & (0-)
b *
. " 38" ({o=) +1)
&a); ) =M (bjo) + 0 (C.5d)
b k
) + " (04)
with
M@ = M@ - <ma n iAw](“)) 1, (C.6a)
M;GT) = M) — (/{a - zAw](a)) 1, (C.6b)
M}b) =M — </€b + zij(b)) 1, (C.6c)
M =M@ — (i, - ide) 1. (C.6d)
C.1.4 Second-order: Filter
d I . a b a b
Slagbe) = = [ra 4+ (ij(. )+ Aw! ))} (ajby) — E (byo_) — € (C.72)
d I . a a)*
Slalbh) = = [ra = (Aw§ ) 4 Aw,@)} (albh) — &9 (blos) — £ (C.7h)
d r ) *
Slalar) = — |25 —i (Aw) = 2uf) | (alar) — £ (aros) = £ ] (C.70)
d r . *
S0l = = [0, i (Aw](-b) - Aw,g”))] (blbg) — P (bos) — €0 ! (C.7d)
d . a b a)* b
a(a;rbw = — |Kqg+ Kp— 1 (Aw](. ) Aw,g )ﬂ <a}bk) - SJ(. ) (bpot) — & (C.7e)
i bT-ak = — _lia + Ky —1 Aw® — AL bT»ak - S(b)* aRoy) — EYpis ). C.7f
k k75

J
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C.1.5 Second-order: Filter / Atom

d
7 \wbko) = M (ajbro)
0
+ | =317 (bros) + (r)) — 36k ((a502) + (a3)) | » (C8a)
—y{ajbi) + & oo + & azo )

d atot
—lalbjo) = M} "albl o)

dt
a b)*
—36" (0hos) + 0)) =367 ((alow) + (a}))
+ 0 , (C.8b)
—’y(ajb,i) +5J( ) <b£a >+5() (aloy)
d ata
a(a;akeﬂ = M](k )<a;aka>
—3& ((aro2) + (an))
bl (e @) | ©0)
* ((1

%U’;bktﬂ = M}Z”’) (bibro)
— 18 (broz) + (b))
+ 567 ((blo2) + o)) ) , (C.8)
(bl + € (o) + €D (o)
%@;bklﬂ = MV (albo)
— L& (bgo=) + (bi))
N 360 ((alo) + (al)) ) , (C.8¢)
—y{albe) + € (o) + EN(alo)
%@;akﬂ = M](;lja)@;akff)
— 1P ((ako2) + (ar))
N ( 36 (bl + 01)) ) , (C.8f)
—y(blag) + €D (apos) + Y (blo)
with
MU = M) — :ma + Ky A+ <Aw(“ + Aw,f”)] (C.9a)
M](Z*bw _ @ :Hﬁ,{b_z (Aw@ + Awl )] (C.9b)
My = MO :2/@& _ (Aw](a) Aw® ))} : (C.9¢)
MYV = M) - :2/% .y (Aw](b) _ Aw,@)} 1, (C.9d)
MY = M) - :Ra +okp — i (ij(.a) . Aw,(f))] 1, (C.9)
MY = M) - H YRy —i (ij(.b) — Aw}:))] 1. (C.90)
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C.1.6 Third-order: Filter

dt

dt

d
d¢

d
dt

d
<a aipby) =

d <bTbkal>

<bTakal>

—(a TbTbD

J

- 51@ (axbioy) = 7 albio-) — € {afaro),

- 5]@ (abros) = & lao-) — & (blbro-),

— 5]@ (a};ala+> — E(a) (bT‘ala ) — Sl(a) <a£b}a,>,

— S;a) (bhbyoy) — 515 )* (a}b,a+> - 5l(b)<a;bza—>‘

C.1.7 Third-order: Filter / Atom

a(a}akbla> =

d
at <bTbkalO'

d

gr (bTakala'

d

ol alblbo) =

M](Zl “ )<a apbo)

—%5;(1) <<akb10'z> + (akbl>)

+ —%g}ﬁa) (( T.blaz> <a;bl>> — %gl(b) ((a}akaz> + <a}ak
<a arbi) + € (apbioy) + EP o) + £ (alaro_)

bTaTa
]kl

aTbTb
]kl

T

bTbkCLlO'

%gj(b)* ({arbro) + (aby))
)+

2/@1 + Ky —1 (Aw(-a) — Awl(f) — Awl(b))} (a}akbﬁ
Ko+ 2Ky — @ (ij(»b) - Aw,gb) - Awl(a)ﬂ <b}bkal>
2/@1 +Kp—1 (Aw](-b) + Aw,(ga) - Awl(a))} (b}azaﬂ

o+ k=i (Aw® + Awf” — Aw™)] (alblt)

)

(b)) = 36 ((blbror) + vl )

bTakala

—36 ((afblo) + (afb]))

*

£ bT (bibo.) + <b£bl>> —1g® (<a§b,az> + (alty
b
lSl( ) ((a}blaz) + <a}b£))

albfbn) + € (b bor) + € (albioy) + £ (alblo

lg(b bTalaZ
i bTbkal )+ €D (abros) + EP (Wlao_) + £ (blbgo)
M

)

)

i

(C.10a)

(C.10b)

(C.10c)

(C.10d)

(C.11a)

(C.11b)

(C.11c)

(C.11d)
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with
M;Z;ab) =M — 2/‘% +rp—1 (ij(a) - Awk Awl(b )} 1, (C.12a)
MO = M) - 'na 42— i (Aw](.b) — Awl? Awﬁ))} 1, (C.12b)
M;Z;“T“) =M — 2/<;a + Ky —1i (Aw](b) + Aw(a) Awl )} 1, (C.12¢)
M;Z;mb) =M — Ky + Ky — i (A (@ 4 Aw(b) Aw(b)>] 1. (C.12d)

C.1.8 Fourth-order: Filter

d

Slalblbiam) = — |26 + 2, i (Aw§a) + Aw,(j’)) +i (A ® 4 Awla >)} (albl bram)

— 5(a)*<bT biamo4) — Eéb)*<a}ambla+>
— &P falamo_) — ED(alblbio_). (C.13)

C.2 Filtered Cross-Correlation Function

The second-order cross-correlation function for the filtered output field is given by

N
GO (a,t;8,t+7) = (AIO)BIBt+m)A®t) = > (Al(®)bLbi(t+T)A(1)). (C.14)
jk=—N

We use the quantum regression equations to solve for this with the following moment equations:

0
%(AT(t)o-(t FP)A®)) = MO (AT B)o(t + 1)A®) + 0 , (C.15a)
—(ATA(t))

and

LAt @yt + ) A@) = - (0 + 18w (AT ()b A1)

dr

— &AM Do (t+ ) A1), (C.15b)
%(AT(t)b}(t F7)AW) = — (my — 0l (AT (1)al A1)

— VA (o (¢ + T)A(1)), (C.15¢)
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and
%(AT(t)bja'(t +7)A(t) = M (AN ()bjo(t + 1) A(1))
0
+ ( —1ED (AT (t)o(t + T)At)) + (ATA(1))) ) : (C.15d)
VAT (t + T)A(t)) + E{AT(t)o—(t + T) A(t))
%w(t)b}a(t +7)A®t)) = Mj(bT)<AT(t)bjU(t +7)A(t))
— 3O (AT (D)o (t + T)A()) + (ATA(D)))
+ 0 : (C.15¢)
(AT + 1) A) + €D (AT (B)o (¢ + 7) A(E))
and

%<Af(t)b}bk(t +1)A®) = — [2% — (Aw§b) - Aw,(j’)ﬂ (AT Okt + 1) A1)
— e (AT ()b (t 4+ T)A(1)
— &P (AT (t)blo_(t + T)A(L)). (C.15f)

We solve these differential equations with the initial conditions at 7 = 0,

N

(ATa A(t) Z aamo' (C.16a)
Jm=—N
N

(ATbfA®) = > (blalam(t) (C.16b)
Jjm=—N
N

(AThA() Z aam (C.16¢)
jm=—N
N

<ATbT0'A = Z b};a Lamo(t)), (C.16d)
jm=—N
N

(Ao At) = > (alambio(1)), (C.16¢)
jm=—N
N

(ATofbA) = Y (alblbam (1)) (C.16f)

j:m:_N
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D Derivation of the Dressed State Correlation
Functions of the Three-Level Atom

Here we present a detailed derivation of the dressed state correlation functions of the three-
level ladder type atom in Section 7.2.1. First we introduce some basic linear algebra theory,
and then derive the dressed state operators in the general case. Finally we present the dressed

state operators for the case of two-photon resonance, §/I" = 0.

D.1 Linear Algebra: Changing Basis

For two bases B = {b1,bs,...,b,} and C = {¢c1,¢2,...,¢,} in some vector space V, there

exists some unique n X n matrix Pg_,¢ such that

[@]c = Psclz]s, (D.1)

where

Pssc = [[bile, [Balcs - -, [bulc] - (D.2)

For a diagonalisable matrix M in basis A = {|g),|e),|f)} (A for atom), we have

D=S"'MS, (D.3)
with diagonal matrix
D = diag [)\1, /\2, )\3] s (D.4)
and
S = [’Ul, V3, 1)3] (D.5)

for eigenvalues \; and eigenvectors v;. We can define a basis of eigenvectors V = {v1, v, v3}

such that we can rewrite the S matrix as

S = [['vl]A, [wala, [v3]a| = Pyosa. (D.6)

We can then find, for a vector x,

or, in the other direction,
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D.2 Eigenvalues and Eigenstates

Expanding the atomic lowering operator, Eq. (7.6), as
S =g) (el + & le) (f| = 0% + &0, (D.9)

we can then expand the master equation, Eq. (7.7), in terms of each dipole operator,

dp 1 r
W Lt o)+ L (2090 — 0000 - potPo)
£F fe  fe _ _fe_fe fefe
(20 poL — oy 0l p—poy ol )
+T¢ (0’ pr:_6 + Ufepaeg) . (D.10)

If we write the atomic states as basis vectors:

1 0
0 1

we can then write the Hamiltonian in matrix form:

0 g 0
Hy— | $ —(2+0) €% . (D.12)
0 ¢2 —26

D.2.1 Characteristic polynomial

To find the eigenvectors and eigenvalues (dressed states and frequencies), we must first solve

the characteristic polynomial of the Hamiltonian in matrix form, Eq. (8):

Nt (5 +36) A%+

§(20 +a) — (1+¢€%) <§22>2] A—26 <Z>2 =0. (D.13)

Solving this cubic equation, we can get the dressed states and dressed frequencies, which we

generalise as

Ha|m) = hwp, |m), Halu) = hwy |u), Hal|l)=hw]l), (D.14)

where |m) , |u), and |l) represent the dressed “middle”, “upper”, and “lower” states, respectively.
P pp

As H, is a diagonalisable matrix, we can write
D:S_lHAS, (D15)

where

S = (jm)., u), I1))" (D-16)
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gives the dressed states in the bare state basis, and

S7 = (lg),le), IMN)" (D.17)

gives the bare states in the dressed state basis. This allows us to write

Im €m fm
9 —ou], l&d— e |, |f)—]fu]: (D.18)
gl e fi

D.2.2 Atomic operators

From these we can write the atomic operators in the dressed state basis:

I9mEm  Im€u Gmei emfm emfu emfi
|g> <e| — | Gubm Gubu Gull | |€> <f| — | eufm  eufu eufi | (D.19)
giem  Ji€u  GI€l etfm  efu elfi

and then

€m (gm + éfm) 9mCy + ‘femfu gme] + gemfm
Y= ’g> <€| + 5 |€> <f| — | Guem + feufm €u (gu + gfu) guel + geufl
giem +&eifm  gqiew +&efu  e(g+EN)

|m) ai az as
— | |u) as as ag ((m] , (ul, <l\) (D.20)
1) ay ag ag

We can then transform into an interaction picture with unitary evolution operator
U(t) = emHat, (D.21)

and the following commutation relations:

[Ha, [m) (m|] =0, [Ha, [m) (ul] = h(wm —wu) [m) (ul,  [Ha, |m) {]] = h(wm = wi) [m) (],

(D.22a)

[Ha, [u) (ml] = =h(wm —wu) [u) (m],  [Ha, |u) (ul]] =0, [Ha,|w) (] = h(wu —wi) [u) (],
(D.22b)

[Ha, |1) (m]] = =R (wm —wi) [[) (m],  [Ha, |1) (ul] = —h(wa —wi) [1) (], [Ha, []) (] = 0.
(D.22¢)

The bare atomic operators then transform as
ai a2€i(wm—wu)t agei(wm—wl)t

S (t) — [ agemilommwnt as age’ @)t | (D.23a)

a7e—i(wm—wl)t a86—i(wu—wl)t ag
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i (wWm —wu)t i (wm —wy )t

aq aqe are
S () s | ageinwt g gl | (D.23b)
age*i(wm*‘dl)t aﬁ.e*i(wu*“’l)t ag

Transforming the master equation into the interaction picture,

G Tle o @@ - -ac
L=3 (25581 - £48 5 - 5.5 ), (D.24)
with

p=Ut)pU(t), (D.25)

we may drop any fast oscillating terms to find that the three components of this transformed

master equation are:

a? + a2 + a2 0 0
SJFE,(t) — 0 a% + a% + ag 0 , (D.26)
0 0 a% + a% + ag

and

SR 2 - 2 . 2 . 2 .
E—PZ—‘,- = A10mmPTmm + A50uuPOuy + A0 PO + A0 muPOyum
2 ~ 2 ~ 2 ~
+ a30miPOIm + Q40 umPOmy + A701m PO mI
2 2 - -
+ agOu PO + 301 POy + a5 (Ummpauu + Uuupgmm>

+ aiag (Gmmfwu + Uzzﬁamm) + asag (Uuuﬁﬂll + Uzzﬁauu>- (D.27)

Putting all of the pieces together, and transforming back out of the interaction picture, we have

dp .
a = _Z[wmamm + Wy Oy + wWioy, P]
L Tl (0 o o Laf P
9 mmPOmm — OmmpP — POmm | + 9 OuuPOuu — OuuP — POuu
I‘ag
+ N <2O'ddpa'dd — 0ddp — Po’dd) +lajas (Jmmpcfuu + Uuupo’dd)
+ larag (Gmmpﬁll + Uzzpamm) + l'asag (Guupffzz + Gllﬂauu>
Ta3 La3
+ 7 <20'mup0'um — OyupP — po'uu) + 7 (QUumpo'mu — OmmpP — pUmm>
La3 La2
+ 7 <20mlp0lm —oup — PUll) + 7 (2Ulmp0—ml — OmmpP — pUmm>
La? Ia?

+ 76 (QUulpo-lu —oup — PUll> + 78 (Ulupaul — OwupP — pauu> . (D28)
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D.2.3 Dressed state operator moment equations

Expanding the reduced density operator into the dressed states, we find the matrix elements

of the density operator evolve as:

Pmm = —1 (ai + a%) Pmm + Fa%puu + Fagpll,

== [§ 6+ 8-+ 4 a3 4. 48 20100) + om0 s
Pl = — g (a% + a% + ai + a% + a% + ag — 2a1a9) + i (wWm — Wl)} Pmi,
Pum = — ]; (a% + a% + a?l + a% + a% + a§ - 2a1a5) — i (Wm — wu)] Pum,
puw = —T (a3 + a3) puu + Taipmm + Tagpu,
pul = — 2 (a3 + a3 + a5 + ag + a3 + a5 — 2a5a0) + 7 (wu — wz)] pul
Pim = — 1; (af + a3 + aj + a§ + af + a§ — 2a1a9) — i (wm — wl)} Pim;
P = — 1; (a3 + a3 + a3 + a§ + ag + a§ — 2asag) — i (wy — wl)] Pl
pu = =T (a3 + ag) pu + a2 prmm + Tagpuu.

(D.29a)

(D.29Db)
(D.29¢)

(D.29d)
(D.29e)

(D.291)
(D.29g)

(D.29h)

(D.29i)

All of the off-diagonal terms are completely uncoupled. For easy implementation with the
quantum regression equations, we write the density operator components as operator averages

and rewrite the above equations as:

q (Tmm) —TI (af + a?) Ta3 a2 (G )
a | (ow) Taj —T (a3 + a3) Tag (o) | > (D.30)

tou) Paj re}  T(a+a})) \ (on)

and, with 0¥ = |m) (u],0™ = |I) (m|,o* = |1 (ul,

S lotm) = - F; i - wo>] (o), (D.31a)
ci<”im> - F;m —i(wy wo)] (e3™), (D.31b)
o) = = [F2t oo -] ), (D.310)
((jt (o) = = Fgml —i(wo - wz)] (o, (D.31d)
oty = F; i (s wo] (o), (D.31¢)
§t< ¥)=- Fgul — i (wu = wz)] (o, (D.31f)
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where

I‘um:F(a%+a§+ai—l—a§+a$+a§—a1a5),
le:F(a%+a§+ai+a%+a$+ag—alag),

Lu :F(a%+a§+a§+a§+a§+a§—a5a9).
For the coupled set of equations, we can use reduce the number of equations with

Pmm + Puu + Pu = 1= P = 1- Pmm — Puu,
d [ (omm) —T'zy Tz (Omm,) Fag
il — + ,
dt \ (o) Iz3 —Tzy (o) Ta2

zlzai—i-a%—i-a%,

2 2
Z9 :a2 —a/3,

2 2
z3 :a4—a6,

and hence

with

2 2 2
zZ4 = a3 + ag + ag.

D.2.4 Solving the moment equations

(D.32a)
(D.32b)
(D.32¢)

The dressed state raising and lowering operator equations have simple solutions due to their

uncoupled nature:

(o (1) = om0y E el
[

The diagonal moments have solutions
<Umm(t)> Cle)‘+t —29 CQBA*t —29
= 4 7
(ouu(t)) 21— A+ \21 — Ay 21— A= \21 — A

r r
Ay = -5 (21 +24) £ 5\/2% + 22 — 2 (2124 + 2223).

where

(D.36a)
(D.36b)
(D.36c)
(D.36d)
(D.36¢)

(D.36f)

(D.37)

(D.38)
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E Moment Equations of the Three-Level Atom
and Single Filter Cascaded System

Here we present all of the operator moment equations needed to calculate first- and second-
order correlation functions for the multi-mode array filtered three-level atom. We first show
the moment equations, as derived from Eq. (7.31). These are then followed by the coupled
equations for both the filtered first- and second-order correlation functions.

The Fortan90 code used to numerically calculate these equations can be found at the fol-

lowing Github repository: github.com/jnga773/multi-mode-filter.

E.1 Moment Equations

We write these coupled moment equations in matrix form, where we use the notation

(099) (Xa99)
(02) (Xo2)
(@) (Xof?)
<UEE <X0.€6>
(B) =1 = [, (XB) =] xof (E.1)
(@) (X%
(o1%) (Xol?)
(o) (Xl
E.1.1 Atomic Operator Moments
0
0
0
d re2
S =M+ | | (E2)
t 2
_255
0
where
M®E) —
0 —i2 i r 0 0 0 0
—ig 7[54 g+5)] 0 i re —ie2 0
i2 0 -[5+i(g+0)] - 0 r 0 €2
-Te? il —i -T(1+€?) —ie$ ig$ 0 0
—ig2 0 0 —ig0 =[5 (1+€2)+i(§-9)] i2 0 (E.3)
i€ 0 0 i€Q 0 -5 (1+e2)=i(5-9)] 0 g
0 —ig% 0 0 i 0 -[5er-2us] 0
0 0 i€ 0 0 —ig 0 —[5e2+2i]


https://www.github.com/jnga773/multi-mode-filter
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E.1.2 First-order: Filter

%@ﬁ:—OwMA%M%)—&<W%+fw?»,

S al) = (s~ itwy) (al) — &7 (102) + €101

E.1.3 First-order: Filter / Atom

%(%’ED = M(a)<aj2> + F£2(§j>*5j£ 7
—i G (a;)—E;€(1—(099)—(0°°))

—&;*(059)
—5]'* (0_66>
—&*E(@)?)
] (@) 1y T (af)—€;*€(0))
de ' J €2 (al)—&;76(1~(099)— (0°¢))
—ie2(al)

7o)
0

with
M}a) =M® — (k+iAw))1

at )
MJ( )= M® (k —iAw;) 1

E.1.4 Second-order: Filter

d

S lajon) = — (25 + 1 (Aw; + Aw)] {ajas)
— & (lano™) + Elaro?®)) - & ((0j0%) +€(aj07))
%m%m:—pm—um% Aw)] (alar) — £ (axos)
. ((akai>+£aka+ ) Sk(<; ) + &(alo” >),
im%p — (25— i (Aw; + Aw)] {alal) — &% (alos)

(
- & ((aka+ )+ <aka+ ) ((a;a g aTaf))

(E.4a)

(E.4b)

(E.5a)

(E.5b)

(E.6a)
(E.6b)

(E.7a)

(E.7b)

(E.7c)
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E.1.5 Second-order: Filter / Atom
d o2
laas) = M (aja,3)
—&jlago®?)~Exlajo’)
—&;€(arol?)—Er€(a; fg)
—Ejlaroce)— 5( )
+ Té(ajar)—E€(aro’ )~ Skﬁ(aﬂ °) (E.8a)
z& (ajag)
—iﬁ%<ajak>—5j5(<ak>—(akﬂg'q)—<ak0’ee>)—5k5((aj>—<“j‘7‘qg>—<aere
0
=&; (akaJr) Sk<a]0+)
d CLTG,
dt(a arE) = M (ala, %)
—&;" (a0 ?) ~Ex(alo®)
—€" (aro=c)~ skw 19)
—&;*&(aga’?)—Ex(aloce)
r¢2(alag)—&;*€larol)~ SksU Tey
T g2l an—& € (an) (a9 —(aroc) |’ (E-8b)
—ie2 (alar) ~&x¢ ((a]) — (a]o99) — (al ) )
—&;*(aRo?l®)
—Sk<aTUf)
d at?
dt<a aLE) M](k )<a;a22>
—&;* (aLUig> Sk*<aTaig>
=& *{(aiafw —EL*¢ <aTafrg>
+ TE(aja})—&;" ¢ (0} L) Ex"E(ajo’ . (E8¢)
i€ 2(ala})—&;7¢ ((af )~ (a} 099)—(af o) ) —Ex ¢ ((a]) ~(al099)~(al o))
,%Q(a’ra]‘)
2\ 7k
—&*(a] o) —&* (alol?)
0
with
MU = MO — 25 i (Aw; + Awy)] 1 (E.9a)
MG = M® — 25 — i (Awj — Awy)] 1 (E.9b)
2
MG = M® — 25 i (Aw; + Awy)] 1 (E.9¢)
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E.1.6 Third-order: Filter

&<a}akal> = — 35 — i (Awj — Awy — Aw)] (alara)
— & ((akalaig) + Elagayole >)
~ & ({afar®) + €(alao’))
- & ((alara™) + glalaro’®)), (E.10a)
i<aTa;al> — [36 — i (Awj + Awy — Awy)] (alafar)
— & ((akala+ ) + £lal a0l
- &" ((alao?®) + g(alaol?)

s (< 0l o) + €l akafe) (E.10D)

E.1.7 Third-order: Filter / Atom

d i 2
a(a}akal2> = M;Zla )<a}akal2>

—&;* <akala+> 8k<a ala 9y— Sl(a Lapo?)

—E&j*(ara;o®®)— 5k§<a Lajo 9y — Sl§<a akafg>

—&;* f(akala+ y— €k(a Lajo€e)— €l(a Lajoc€)
F§2<a aga;)—E&; f(akal¢7+> €k§<a ala “y— Slf(a akafe>

+ zf <a arar)—E;*E((arar)—(ara;o99)—(ara;o°°)) ’ <E11a)
—z§ (a agay)— Skf((a ag)— (aTalUW)—(a;aere)) Sl§(<a ap)— (a axod9)— <aTako >)
—Sj*(akaloi >
—Er{afaio]) & (afarol)
d (aTa yX) = M(aT2a)<aTaTa 3
dt kM Gkl j g
—&*(a}a1059)—&x* (alao?)—Elalal o)
—£;" (a}a10°%) €, (afayo® )-iela ja ol%)
—&*lafaol?)—E*elalao]?)— 51(} o°e)
re2(alaf a)—&;*€(afaol®)— & €lalaio ) —Ei¢alal o)
+ 2§g<aTakal> &j §<<akal) (a}ialagg) (a}iala )> (( ay)— (;ralagg)f(a;aloee)) ’ (Ellb)
—i¢ 2 (afafar)~ as(<a af)- <”a99> (alafoce))
—&; (a aiote)— Sk (aj tai0fe)
751((1 ak {_e>
with
M}Z;aQ) =M™ — 3k — i (Awj — Awy, — Awy)] 1, (E.12a)
2
MG = M® — 3k — i (Aw; + Awy, — Awy)] L. (E.12b)
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E.1.8 Fourth-order: Filter

glt <aTaLazam> = — 4k — i (Awj + Awg) + 1 (Aw; + Awp,)] <G}L'G;:alam>
- & <<akalam0+ )+ f(akalam0+ ))
- &7 ( (a; azam0'+ )+ &(al alama+e>)
— & ( a;akamaeg) +&(a) azamaf >>

(
Em ( (a} akalo —i—f(a aZalaf )) . (E.13)

E.2 Filtered First-Order Correlation Function

The first-order correlation function for the filtered output field is given by

N

GO (t,r) = (ATt +T)AW) = Y (al(t +7)A(1)). (E.14)

j=—N

We use the quantum regression equations to solve for this with the following moment equations:

0
LS+ AW = MOS@E AN+ [0 |, (E-15)
—v(A(t))
and
%(a}(t T+ r)A®) = — (s — iBwy) (al A®))
=& (0t + 1)AW) + €l (t+ 1) AW (E.15D)

We solve these differential equations with the initial conditions at 7 = 0,

N
(BAW®) = > (ax3(1)), (E.16a)
k=—N
N
(@l A) = > (alan(t)). (E.16Db)

k=—N
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E.3 Filtered Second-Order Correlation Function

The second-order correlation function for the filtered output field is given by

GOt 1) = (AT ATA(t + 1AW = D (AlB)afar(t+7)A(1)). (E.17)
jk=—N

We use the quantum regression equations to solve for this with the following moment equations:

0
0
d rex(at Aw)
E(AT(t)E(t +7)A(t) = MO AT S+ 7)A®L) + | e2iarawy |, (E.18a)
—ig 3 (ATA())
0
0

and

(AN D)ay(t + )AD) = — (5 + i) (AT (e AD)

— & (<AT(t)aig(t +7)A®)) + (AT () (t + T)A(t)>) , (E.18b)
dd (AT@)al(t + 1) A(t)) = = (r — idw)) (AT (t)al A(#))
- & ((AT(t)aig(t +7)A(t)) + §<AT(t)a_{e(t + r)A(t))) ,  (E.18¢)

and

d a
E<AT(t)aj2(t +7)A(t)) = M (AT (t)a; S (t + 7)A(t))
(AT ()09 () A(D))
—56(AT (109 (t+7) AD)
—&;(At()oe (t+7) A1)
+ e (AT (t)a; (t47) A8) —E;€(AT (1)L (t+7) A(1)) ’ (E.18d)
i€ (AT (t)a; (t4+7) A(1))
(A1 Oy (L) AW) 8¢ (1A (0799 (L47) A~ (AN (o (£47) A1)

—E; (AT (#)ale (t+7) A(t))

d “
E(AT(t)a;E(t +1)A(t) = M. ”(Af(t)a‘f.z:(t FT)A(L))
S (AT (0059 (t47)AW)
&, <Af<t> (1) A)
€€l (o (1) A)

PEX(AN (al (-47) A1)~ (AT (oL (++7) A() (E.18¢)
Q T % ee ’ :
z§5<AT(t)aj(t+T)A(t)> *E(1—( (AT (t)o99 (t+7)A(t))— (AT (t)o (t+1)A(1)))
—lé (At ()l (t4m)A(®)
—Sj*<A*(t)Ufe(t+T)A(t)>
0

and
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d
dr

We solve these differential equations with the initial conditions at 7 = 0,

(ATRA(1) =

—(AT(t)a;ak(t +7)A(t)) = — 26 — i (Aw; — Awy)] <AT(t)a}ak(t + 7)A(t))
— &M (AT (t)agos (t+ T)A(t))
— E(Al(t)alo_(t+7)A(t)).

(E.18f)

(E.19a)

(E.19b)

(E.19¢)

(E.19d)

(E.19€)

(E.19f)
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F Moment Equations of the Three-Level Atom
and Two-Filter Cascaded System

Here we present all of the operator moment equations needed to calculate second-order
cross-correlation functions for the two-filter multi-mode array filtered three-level atom. We first
show the moment equations, as derived from Eq. (7.39). These are then followed by the coupled
equations for the second-order cross-correlation function.

The Fortan90 code used to numerically calculate these equations can be found at the fol-

lowing Github repository: github.com/jnga773/multi-mode-filter.

F.1 Moment Equations

We write these coupled moment equations in matrix form, where we use the notation

<0'gg> <X0-99>
(02) (Xo)
(0%7) (Xo?)
<UEE <XO.EE>
(o) =1 = |, Xo) =] xo) (F.1)
<0'+6> <XU+E>
(o) (Xol1)
(o1 (Xol?)
F.1.1 Atomic Operator Moments
0
0
0
d re?
(o) =M(o)+ [ «2 |, (F.2)
dt 2
_155
0
where
M) —
0 4% i% r 0 0 0 0
—ig 7[54 %+5)} 0 i Ie 0 —ie2 0
8 0 ~[S+i(g+0)] -8 0 re 0 €%
—Ie? i —i I (1+€2) —ieg 3 0 0
—ig2 0 0 —ig - [5(1+€2)+i(§-9)] 0 i 0 (F.3)
€2 0 0 i€Q 0 ~[5+e2)-i(5-9)] 0 —i%
0 —ie2 0 0 i 0 - [§e2-2is] 0
0 0 i€ 0 0 —ig 0 ~[Se2+2is]


https://www.github.com/jnga773/multi-mode-filter
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F.1.2 First-order: Filter

d

Sla5) = = (ko + i) (a;)

)
—&7 (o) +&01).
)

%(bﬂ =- (Hb + iAw](-b)) (b))
£ (o) + (0))
%(b;) = — (Rb — zAw](.b)) <b;>

F.1.3 First-order: Filter / Atom

= M“(ajo) + re?(a;)—Ei g0l

= M (alo) + re2(al)—£( (o l")

=M o) + re2(b;)—£"e(al€)

(a), e
—£; (o9)
—&V¢(o?9)
_gj(_a)<o.ee>

i€ 2 (ay)

~i€ G (a))~£{" €(1~(099) ("))

0
75‘;&) <O'_‘f_€>
,g]{a)*<gig>
_g](a)*<gee>
—& e(]9)

i€2(a))—£( (1 (099)— (0°))

i€ (bj)
i€ G (b)) —€["6(1~(099) ~(0°°))
0

(), fe
*gj (o3

(F.4a)

(F.4b)

(F.4c)

(F.4d)

(F.5a)

(F.5b)

(F.5¢)
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with

,gj(_b)*<gig>
_g](bi (°€)
—&M (]9
Zlo) = M blo) + re2(b)) -0 ¢(1°) ,
ig%(b;)—sj(b)*5(1—(099)_<gee>)
—ie 2 (bl)
&7 (1)

F.1.4 Second-order: Filter

Aiﬁwm>:——%a+mb+i(Aw@L+Aw$0]«UW>

i =& ({br0™) +&(bro’)) = €7 ({a;0%) + €laz01))
S albh) = — [t m— i (8 + 2] falt])
=& (0ot +e0lol)) - £ ((alof?) + €lalo?)) |
jt (alar) = = [260 — i (Bl = Awf)] (ala)
= &7 ((ao) + glarol)) = 7 ((alo®) + €lafo™))
bloy) = [m g (ij@ - Aw,ib)ﬂ (bl

Sy ((bkai" +§<bka{e>) c® ( blo®) + £ (blo fe>),

d
dt<

)
g = = [ r i (8)? — 2l?) ]
" (ko) + €uot) — €0 (talo™) + €alo?))
%@%r-[%+%_%mﬁ 8i?) ]t
)

(F.5d)

(F.7a)

(F.7b)

(F.7¢)

(F.7d)

(F.7e)

(F.7f)
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F.1.5 Second-order: Filter / Atom

d
a(%‘bk@

d

dt< TbT ) =

T

< (alaro) =

dt

d

" —(blbro) =

= M;Zb) <ajbk0'>

5(“
5(“

bro9y— S,ib> (ajaig>

(
(ool )P e(a;0!)

_5( (bpo®®)— 5£b>(ajffee>
4 rs<ajbk>—£;“)5<bk Ty =" ¢(a;07) , (F.8a)
zﬁ%(ajbk>
—i D (a;b1) —ESV €((br) — (br099) — bk o)) —E" €((a;) —(a;099) — (a;0°¢))
0
~& (b0 ~£" (a 010
tpt
M alblo)
5(11) <be 59> g(b) (aT 69>
g(a) (bT o) — g(b) (a oce)
gj(a) f(b; f9> S(b> f( T fg>
n re2(afbf) - el ol - (b) glalol) . (F.8b)
i€ (albl) -l ¢ (L)~ blo99) bl ee>) 6“’ (< 1) —(afo99)~(afoe)
*%5( j k>
—&7 bl - (al o)
0
.
M](Z @) <aT-ak0'>
_5() (a o. > g(a)< 69)
—s}” (axo®)— e<“>s<* I9)
—&" ¢ (ago ) —€( (al o)
| e Tag)—€4 €lapo )~ f:(‘”s( o) (F.80)
i€ 2 (alar) ~5" " €((a)— (aro99)—(aro®)) |’ '
—i€$(alar)— s<a>§(< )~ (al099)~(alo*c))
(a) (aro’®)
—5(a><aTUic)
bt
My (bibo)
—£P (b0 ) -7 (10 ?)
—&"" (broee) - bla )
75‘7('b)*£<bkgig>7g]gb)<b;U€e>
N Te2(blby,) —€" " (ol )P e (b] o) (F.8d)

i€ 2 (b1bi) =€ E((br) — (bro99)— (b))
—ie 2 (blbr) ~€7¢ ((0]) — (bl r99)— (bl o*))
—" (oo ??)

—£ (blo %)
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Tbk0'> = M;ZTb) <CLTb]C0'>

7<a]

dt
&5 by 7)€" (a]o")
—€§“> (broee) =€ (a j fo)
—& e (brol?) - 5“’>< <€)
Te2(alby,) —€\ ¢ (bpol) 6“”£<T )
i€ (alby,)— 5“” £((br) — (bro99) — (b)) |
—ig 2 (albi) s<b)5(< af)—(afo99)~ (afoe)
—&8 (bpo’?)

—5;;7) (a; af)
d pt
&<b;ako'> =M blayo)
—" (arot?)—E( (b0 )

—& (apoee) —E Ve (blol?)
—&P ¢lapal?) - (bloee)
r52<b*ak> O efapol )£Vl )

+ )
€2 (blax)— s(b’ £((ar) —(aro99)—(aroee))
7745 bTak (a)£< bTo.gg bT ee>>
€(b> <ak0' )

(a) <b}L £E>
with
M;Zb) = M@ _ _F.Za + Ky + 1 <Aw](-a) + Aw(b)>]
M](ZTN) = M) — —/@a +Rp—1 <Aw](.a) + Aw )]
MJ(ZTQ) =M@ — —2:‘1@ —1 <Aw§-a) — Aw,(ca))} 1,

M](,ljb) = M) — :2f€b —1 (Aw(-b) — Awlgb))} 1,

c(llt (a apby) = :2/<ca, + Ky — 1 (ij(a) — Aw](ca) — Awl(b)>: <a;r-akbl>,
%(b}bkaﬁ = — |Kg +2Kp — 1 (ij(-b) — Aw,(cb) — Awl(a)): <b}bkal>,
%(b}alaﬁ =— _2/<ca + Ky — 1 (ij(-b) + Aw,ia) — Awla)>: <b;r-a2al>,
%m}bzz)g = [0+ 20— i (Al + Awf” — Auf”) | (albfbr).

(F.8e)

(F.8f)

(F.10a)
(F.10b)
(F.10¢)

(F.10d)
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F.1.7 Third-order: Filter / Atom

d ata
a(a}akbla> = M(kl b)<a apbo)

—&8 (apbyo59) —E( (albro?) £ (alajo®?)
—53(-(1)*(%5710 >—5;ia)5<a;bl(7fg> 5<b)§<a arol9)
—&" e (apbyol?)—E( (albooe) —£" (alaoee)
Te2(afarb))—€\ e (anbio)) —E\ e(albio! ) € e (alaro’®)
i€ 2 (alarb)—E(D ((arb) —(arbio99)— (axbioc))
—i¢ 2 (afarbi)—(7¢ ((alar) — (afbio99)~(albioe) ) —{V¢ ((albi)—(a] aro99) — (al aoee))
—el (apbiote)
—6. (albio )€ afara )

,  (F.11a)

d tha
a(b}bkam MG (blbpayer)

0" (hyaro sty (bl g> £ (bl
—&" (braro°e)—€" €(blaro )l Ve (bl bro )
0" lbparol?) 5(b><bralaee> £ (bl broe)
€2 (bl by.ar)— s“ £(brarol)—eWlaro? )~V e bibrol®)
ig%<b}bkaz>—s§b> €((brar) — (bparo99)—(bra1o°))
i€ 2 (blbpar) ~€7€ ((b]br)— (b 99) (bl aioee) )~ (b ar)— (blbro99) - lbroee))
—£P7 (bpayo!®)
—& blaro )~ (blbrol®)

. (F.11b)

d
dt

Tat
(bTakalcr> M](Zla a)<bta;2ala>
S(b) (akao 9y — 5( " (bTalU - Sl(a)(b;[azae_g)
g(b) <a a o) — g(a) < aj0€)—& (a)§<bT f fg>
“’) glalaol)—gl®” §<bTala+) £ (plafooe)
FEQ(bTaka> .b) {(akaa “y— 5(a> f(bTalaJr) 5<a)§(bJr kafe>
i3 vlafa)—€""¢ ((aa)~(alai097)~ (e} o)) ~£("" 5(@az>*<b;a1099>*<b;awee>) 7
—zfa<b*-a2az>—5(“>f(<b*- D) (laf090) - blafoe))
(b> fe (a)* fe
)—Ey, )

(F.11c)

(aka ol

(bj.ala
—&(® (bl afo )
%m}bzb,a) = M5 (alb bio)

—&8 10— (albyos9) —E(P (alb] o)

—g{” <bLblaee>—5,§b) (albioee)—£Vetalbf o 19)

e e (b b0l - e lalbio]9) M (albl o)

Te2(alblb) €\ el bio )~ e (albro]®) S“’)a Tbfol€)
zf%<a}bzbl>—s;-“)*5(<bzbz>—<bLbla99>—<bLbzaee>)—s,ib) £(< tor)—( ;bla99>—<a;bmee>)
fz‘.g%(a;bzbl%g{b)g((@bl)7<a}b;agg>7<ajbgaﬂe>)

—& bl bio! ) e (al b0t
—Sl(b)<a;bzaf:)

(F.11d)
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with

F.1.8 Fourth-order: Filter

d

Slalblbiam) = — |26 + 2, i (Aw§a) + Aw,(j’)) +i (A ® 4 Awla >)} (albl bram)

— &Y Wi bano?) — £ (dlambio?)
— &P} alama®) — €9 (alblbio). (F.13)

F.2 Filtered Cross-Correlation Function

The second-order cross-correlation function for the filtered output field is given by

N
GO (a,t;B,t+7) = (AIOBBt+7)A®) = > (Al(t)bLbi(t +7)A()). (F.14)
jk=—N

We use the quantum regression equations to solve for this with the following moment equations:

0
0
d rex(at Aw)
E(A*(t)z(t +7)A(t) = MEN AN Wo (t+ ) AM) + | ie2ataw) | (F.15a)
—ie3(ATA®)
0
0
and
d

(AN (¢ + TV AW®) = = (ko + iAW) (AT, + ) AW)

& ({AT (00 (¢ + ) A(D) + (AT (o™t + T)AW)) ,  (F.15b)

dr

i<AT(t)b}(t FT)A®) = (m, - zAw(b)> (AT ()bl (¢ +7)A(1))

dr
— gl ((AT(t)aig(t +T)A(L)) + (AT (t + r)A(t)>) , (F.15¢)
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and

d b
E(AT(t)ij(t +7)A(t)) = MP(AT ()b, B(t + ) A1)
—EPNAT ()09 (t+7) A(t)
£<b>£<AT<t> T9(t+1) At

€<b)<A*<t> ee(t47)A(t))
+ TE2 (AT (t)b; (t+7) A1) —E P (AT (1) (t4+7) A(1))

i€ 2 (AT (6)b; (4 A(D)

—iE (AT (1)b (t4+7) A(£) SV € (1~ (AT (£)099 (t+7) A(1)) — (AT (£)0°° (t-+7) A(£)))

)
)

9

0
—EPAT ()0 1f (t+7) A(1))
(%<AT(t)b}z(t +r)A() = M (Al et s(t + 1) AW)
£ (AN () AW)
MO GO
—eM A ()0l (t+)AW®))
+ TE2( AT (1)b] (t+7) A t))—SJ(b) AT () (t+T) A(t))
i€ (AT ()] (t47) A (1)) € € (1—(AT ()09 (t+7) A1) — (AT ()0 (t+7) A(1)))
—iE (AT ()bl (t+7) A(1)

_gj(_b) (AT (o (1) A())
0

~ o~

Y

and

%(AT( )blbi(t + 1) [2% .y ( — Aw >)} (AT(0)blby (¢ + ) A(E))

(F.15d)

(F.15¢)

=& (AT b2 (t 4+ ) A®) + AT Dbl (¢ + 1) AW))
—e® (<Af(t)b}ai9(t +T)A() + EAT 0BT (1 + T)A(t)>>

We solve these differential equations with the initial conditions at 7 = 0,
N
(ATZA@®) = Y (alanZ(@),
N
(ATBLA®) = > (bhalam(®)),
N
(ATnA®D) = D {alam(D)b),
N
(AT[ZA®) = > (lalanz(),
N
(ABZAWL) = > (alamb2(t),

(ATbfbA) = > (alblbam(t)).

(F.15¢)

(F.16a)

(F.16b)

(F.16¢)

(F.16d)
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